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growths for two or more countries, modeling of chemical reactions, etc. Over the year, many numerical methods for approximating the solutions of initial value problems have been developed by various authors.
In this paper, we are concerned with solutions of fourth order initial value problem of the form:

$$
\begin{equation*}
u^{\prime " \prime}=f\left(x, u, u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime}\right), u(a)=\eta_{0} u^{\prime}(a)=\eta_{1} u^{\prime \prime}(a)=\eta_{2} u^{\prime \prime \prime}(a)=\eta_{3} \tag{1}
\end{equation*}
$$

where $R \times R^{m} \times R^{m} \rightarrow R^{m}$ and $u, u_{0}, u^{\prime}, u^{\prime \prime}, u^{\prime \prime \prime} \in \mathfrak{R}_{\text {are given real constants. }}$ gitan
Many Authors such as Ogunware and Omole [3]; Adoghe and Omole [4]; Ukpebor, et al. [5]; Olanegan, et al. [6]; Adeyeye and Kayode [7]; Jator and Lee [8]; Hussain, et al. [9] have devoted lots of attention to the development of various methods for solving (1) directly without reducing it to system of first order.

Ogunrinde, et al. [10] developed a numerical method for the solution of first order initial value problems. Comparison of the method were made with Runge-kutta method, some conclusions were made on the performance of the method. The develop method has an advantage over the conventional method.

Modebei, et al. [11] constructed a block hybrid integrator for numerically solving fourth-order Initial Value Problems, which are developed with the presence of higher derivatives with same order. The resulting block methods are used to solve fourth order ordinary differential equations. Numerical implementation of the method shows that it displays a good accuracy.

Olabode and Omole [12] in their paper titled "Implicit hybrid block Numerov-type Method for direct solution of fourth Order Ordinary Differential Equations Using Power Series function. The methods were implemented both in block and predictor corrector mode, the methods have the same order of accuracy. The results presented shows that the method implemented in block mode is more accuracy that the counterparts in Predictor corrector mode despite that they have the same order of accuracy. The properties of the methods were also discussed and the performance of the method was demonstrated on some numerical examples.

Numerous numerical methods based on the use of different polynomial functions has been adopted including Hermite polynomials, Chebyshev, and Othorgonal functions [13-15] have been used as basis function to develop numerical methods for direct solution of (1) using interpolation and collocation procedure.

$$
\begin{equation*}
\psi_{n}(x)=\sum_{0 \leq j \leq \frac{n}{2}} \frac{n}{n-j}\left(j^{n-2 j}\right) x^{n-2 j} \tag{2}
\end{equation*}
$$

Lucas polynomial in one variable can be written as Equation 2, According to Adeniran and Longe [16] these polynomial are not so well studied in the theory of orthogonal polynomials, the reason being that, they are special case of Chebyshev polynomial (of the first kind) where bivariate Lucas polynomial are replaced by $2 x$ and -1 yielding the similar three term recurrence.

$$
\psi_{n}(x)=x \cdot \psi_{n-1}(x)-\psi_{n-2}(x)
$$

with initial values $\psi_{0}(x)=2$ and $\psi_{1}(x)=x$
First few Lucas polynomials by (2) is given as

$$
\begin{aligned}
& \psi_{2}(x)=x^{2}+2 \\
& \psi_{3}(x)=x^{3}+3 x \\
& \psi_{4}(x)=x^{4}+4 x^{2}+2
\end{aligned}
$$

$$
\begin{aligned}
& \psi_{5}(x)=x^{5}+5 x^{3}+5 x \\
& \psi_{6}(x)=x^{6}+6 x^{4}+9 x^{2}+2
\end{aligned}
$$

In this paper, we are motivated by the work of Adeniran and Longe [16] to develop an order four numerical schemes for solving directly fourth order ordinary differential equations using Lucas polynomial as basic function. The basic function helps in the control of error of the problem solved. The developed schemes are then applied to solve varieties of problems in order to test for the speed, accuracy and efficiency. Throughout this work, PC means Predictor-Corrector [12].

## 2. MATERIAL METHOD

The Lucas polynomial series as an approximate solution to (1) is given by Equation 3 below;

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\delta+\sigma-1} \theta_{n} \psi_{n}(x) \tag{3}
\end{equation*}
$$

where $\delta$ and $\sigma$ are the number of distinct collocation and interpolation points respectively is considered in this work. Substituting the fourth derivative of (3) into (1) gives Equation 4 below;

$$
\begin{equation*}
f\left(x, u(x), u^{\prime}(x), u^{"}(x), u^{" "}(x)\right)=\sum_{n=4}^{c+i-1} j(j-1)(j-2)(j-3) \theta_{n} \psi^{" "}{ }_{n}(x) \tag{4}
\end{equation*}
$$

The interval of integration is taken within step length of seven without any fractional points. Collocating (4) at the odd grid-points $x=x_{n+1}, x_{n+3}, x_{n+5}$ and $x_{n+7}$ and interpolating (3) at the even grid-points $x=x_{n}, x_{n+2}, x_{n+4}$ and $x_{n+6}$ leads to a system of eight equations which is solved by any linear system solvers such as Crammers rule to obtain $\theta_{n}, n=0,1, \cdots, 7$. The $\theta_{n}{ }^{\prime} s$ obtained are then substituted into (3) to obtain the continuous form of the method Equation 5.

$$
\begin{equation*}
u(x)=\alpha_{0} u_{n}+\alpha_{2} u_{n+2}+\alpha_{4} u_{n+4}+\alpha_{6} u_{n+6}+h^{4}\left[\beta_{0}(u) f_{n+1}+\beta_{3}(u) f_{n+3}+\beta_{5}(u) f_{n+5}+\beta_{7}(u) f_{n+7}\right] \tag{5}
\end{equation*}
$$

Where $\alpha_{n}$ and $\beta_{n}$ are continuous coefficients. The continuous method Equation 5 is used to generate the main
method. That is, we evaluate at $x=x_{n+7}$
$u_{n+7}=-\frac{35}{16} u_{n+4}+\frac{21}{16} u_{n+2}+\frac{5}{16} u_{n}+\frac{35}{16} u_{n+6}+\frac{3}{32} h^{4} f_{n+1}+\frac{29}{12} h^{4} f_{n+3}+\frac{181}{96} h^{4} f_{n+5}-\frac{1}{48} h^{4} f_{n+7}$

Continuous Equation 5 is also used to generate the additional method at the non-interpolation points. That is, we evaluate at $x=x_{n+5}, x=x_{n+3}$ and $x=x_{n+1}$
$u_{n+5}=\frac{5}{16} u_{n+4}-\frac{15}{16} u_{n+2}+\frac{1}{16} u_{n}+\frac{5}{16} u_{n+6}-\frac{1}{48} h^{4} f_{n+1}-\frac{43}{96} h^{4} f_{n+3}-\frac{1}{6} h^{4} f_{n+5}+\frac{1}{96} h^{4} f_{n+7}$
$u_{n+3}=\frac{9}{16} u_{n+4}+\frac{9}{16} u_{n+2}-\frac{1}{16} u_{n}-\frac{1}{16} u_{n+6}+\frac{1}{32} h^{4} f_{n+1}+\frac{5}{16} h^{4} f_{n+3}+\frac{1}{32} h^{4} f_{n+5}$
$u_{n+1}=-\frac{5}{16} u_{n+4}+\frac{15}{16} u_{n+2}+\frac{5}{16} u_{n}+\frac{1}{16} u_{n+6}-\frac{1}{8} h^{4} f_{n+1}-\frac{49}{96} h^{4} f_{n+3}+\frac{1}{48} h^{4} f_{n+5}-\frac{1}{96} h^{4} f_{n+7}$

In order to incorporate the second initial condition at (1) in the derived schemes, we differentiate (5) and evaluate at point $x=x_{n}, x=x_{n+1}, x=x_{n+2}, x=x_{n+3}, x=x_{n+4}, x=x_{n+5}, x=x_{n+6}$,
and $x=x_{n+7}$ to have:

$$
\begin{aligned}
& u_{n}^{\prime}=-\frac{1}{840} \frac{1}{h}\left(491 h^{4} f_{n+1}+1229 h^{4} f_{n+3}-67 h^{4} f_{n+5}+27 h^{4} f_{n+7}+770 u_{n}-1260 u_{n+2}\right. \\
& \left.+630 u_{n+4}-140 u_{n+6}\right),
\end{aligned}
$$

$$
u_{n+1}^{\prime}=\frac{1}{20160} \frac{1}{h}\left(2349 h^{4} f_{n+1}+4783 h^{4} f_{n+3}-569 h^{4} f_{n+5}+157 h^{4} f_{n+7}-9660 u_{n}+8820 u_{n+2}\right.
$$

$$
\left.+1260 u_{n+4}-240 u_{n+6}\right)
$$

$$
u_{n+2}^{\prime}=\frac{1}{2520} \frac{1}{h}\left(2219 h^{4} f_{n+1}+1423 h^{4} f_{n+3}+19 h^{4} f_{n+5}+17 h^{4} f_{n+7}-420 u_{n}-630 u_{n+2}\right.
$$

$$
\left.+1260 u_{n+4}-210 u_{n+6}\right)
$$

$$
u_{n+3}^{\prime}=-\frac{1}{6720} \frac{1}{h}\left(99 h^{4} f_{n+1}+81 h^{4} f_{n+3}-207 h^{4} f_{n+5}+27 h^{4} f_{n+7}-140 u_{n}+3780 u_{n+2}\right.
$$

$$
\left.-3780 u_{n+4}+140 u_{n+6}\right)
$$

$$
\begin{equation*}
u_{n+4}^{\prime}=-\frac{1}{2520} \frac{1}{h}\left(87 h^{4} f_{n+1}+1321 h^{4} f_{n+3}+289 h^{4} f_{n+5}-17 h^{4} f_{n+7}-210 u_{n}+1260 u_{n+2}\right. \tag{14}
\end{equation*}
$$

$$
\left.-630 u_{n+4}-420 u_{n+6}\right),
$$

$$
\begin{equation*}
u_{n+5}^{\prime}=-\frac{1}{20160} \frac{1}{h}\left(59 h^{4} f_{n+1}+3841 h^{4} f_{n+3}+2977 h^{4} f_{n+5}-157 h^{4} f_{n+7}-420 u_{n}+1260 u_{n+2}\right. \tag{15}
\end{equation*}
$$

$$
\left.+8820 u_{n+4}-9660 u_{n+6}\right)
$$

$$
u_{n+6}^{\prime}=\frac{1}{840} \frac{1}{h}\left(41 h^{4} f_{n+1}+1067 h^{4} f_{n+3}+599 h^{4} f_{n+5}-27 h^{4} f_{n+7}-140 u_{n}+\right.
$$

$$
\left.630 u_{n+2}-1260 u_{n+4}+770 u_{n+6}\right)
$$

$u_{n+7}^{\prime}=\frac{1}{20160} \frac{1}{h}\left(3063 h^{4} f_{n+1}+74629 h^{4} f_{n+3}+69277 h^{4} f_{n+5}+871 h^{4} f_{n+7}-9660 u_{n}\right.$ $\left.+39060 u_{n+2}-59220 u_{n+4}+29820 u_{n+6}\right)$

In order to incorporate the third initial condition at (1) in the derived schemes, we differentiate (5) twice and evaluate at point $x=x_{n}, x=x_{n+1}, x=x_{n+2}, x=x_{n+3}, x=x_{n+4}, x=x_{n+5}, x=x_{n+6}$, and $x=x_{n+7}$ to have:
$u^{\prime \prime}{ }_{n}=\frac{1}{720} \frac{1}{h^{2}}\left(1075 h^{4} f_{n+1}+1597 h^{4} f_{n+3}-59 h^{4} f_{n+5}+27 h^{4} f_{n+7}+630 u_{n}-900 u_{n+2}\right.$
$\left.+720 u_{n+4}-180 u_{n+6}\right)$,
$u^{\prime \prime}{ }_{n+1}=\frac{1}{1440} \frac{1}{h^{2}} 238 h^{4} f_{n+1}+1475 h^{4} f_{n+3}-64 h^{4} f_{n+5}+31 h^{4} f_{n+7}+540 u_{n}-1260 u_{n+2}$
$\left.+900 u_{n+4}-180 u_{n+6}\right)$,
$u^{\prime \prime}{ }_{n+2}=-\frac{1}{720} \frac{1}{h^{2}}\left(87 h^{4} f_{n+1}+197 h^{4} f_{n+3}-55 h^{4} f_{n+5}+11 h^{4} f_{n+7}-180 u_{n}+360 u_{n+2}\right.$
$-180 u_{n+4}$ ),
$u^{\prime \prime}{ }_{n+3}=-\frac{1}{1440} \frac{1}{h^{2}}\left(91 h^{4} f_{n+1}+1018 h^{4} f_{n+3}+91 h^{4} f_{n+5}-180 u_{n}+180 u_{n+2}\right.$
$\left.+180 u_{n+4}-180 u_{n+6}\right)$,
$u^{\prime \prime}{ }_{n+4}=\frac{1}{720} \frac{1}{h^{2}}\left(11 h^{4} f_{n+1}-131 h^{4} f_{n+3}-131 h^{4} f_{n+5}+11 h^{4} f_{n+7}+180 u_{n+2}-\right.$
$360 u_{n+4}+180 u_{n+6}$ ),
$u^{\prime \prime}{ }_{n+5}=\frac{1}{1440} \frac{1}{h^{2}}\left(60 h^{4} f_{n+1}+1289 h^{4} f_{n+3}+362 h^{4} f_{n+5}-31 h^{4} f_{n+7}-180 u_{n}+\right.$ $\left.900 u_{n+2}-1260 u_{n+4}+540 u_{n+6}\right)$,
$u^{\prime \prime}{ }_{n+6}=\frac{1}{720} \frac{1}{h^{2}}\left(49 h^{4} f_{n+1}+1435 h^{4} f_{n+3}+1183 h^{4} f_{n+5}-27 h^{4} f_{n+7}-180 u_{n}+720 u_{n+2}\right.$
$\left.-900 u_{n+4}+360 u_{n+6}\right)$,
$u{ }^{\prime \prime}{ }_{n+7}=\frac{1}{1440} \frac{1}{h^{2}}\left(211 h^{4} f_{n+1}+4076 h^{4} f_{n+3}+5615 h^{4} f_{n+5}+418 h^{4} f_{n+7}-540 u_{n}+\right.$ $\left.1980 u_{n+2}-2340 u_{n+4}+900 u_{n+6}\right)$,

To incorporate the fourth initial condition at (1) in the derived schemes, we differentiate (5) thrice and evaluate at point $x=x_{n}, x=x_{n+1}, x=x_{n+2}, x=x_{n+3}, x=x_{n+4}, x=x_{n+5}, x=x_{n+6}$,
and $x=x_{n+7}$ to have:
$u^{\prime "}{ }_{n}=-\frac{1}{40} \frac{1}{h^{3}}\left(88 h^{4} f_{n+1}+21 h^{4} f_{n+3}+14 h^{4} f_{n+5}-3 h^{4} f_{n+7}+5 u_{n}-15 u_{n+2}+15 u_{n+4}-5 u_{n+6}\right)$
$u^{" '}{ }_{n+1}=-\frac{1}{960} \frac{1}{h^{3}}\left(627 h^{4} f_{n+1}+1439 h^{4} f_{n+3}-199 h^{4} f_{n+5}+53 h^{4} f_{n+7}+120 u_{n}\right.$
$\left.-360 u_{n+2}+360 u_{n+4}-120 u_{n+6}\right)$,
$u^{\prime \prime \prime}{ }_{n+2}=-\frac{1}{120} \frac{1}{h^{3}}\left(4 h^{4} f_{n+1}+113 h^{4} f_{n+3}+2 h^{4} f_{n+5}+h^{4} f_{n+7}+15 u_{n}-45 u_{n+2}+45 u_{n+4}-15 u_{n+6}\right)$

$$
\begin{align*}
& u^{\prime \prime \prime}{ }_{n+3}=\frac{1}{320} \frac{1}{h^{3}}\left(31 h^{4} f_{n+1}+27 h^{4} f_{n+3}-67 h^{4} f_{n+5}+9 h^{4} f_{n+7}-40 u_{n}+\right.  \tag{29}\\
& \left.120 u_{n+2}-120 u_{n+4}+40 u_{n+6}\right), \\
& u^{\prime \prime \prime}{ }_{n+4}=\frac{1}{120} \frac{1}{h^{3}}\left(6 h^{4} f_{n+1}+107 h^{4} f_{n+3}+8 h^{4} f_{n+5}-h^{4} f_{n+7}-15 u_{n}+45 u_{n+2}+45 u_{n+4}+15 u_{n+6}\right)  \tag{30}\\
& u^{\prime \prime \prime}{ }_{n+5}=\frac{1}{960} \frac{1}{h^{3}}\left(13 h^{4} f_{n+1}+1121 h^{4} f_{n+3}+839 h^{4} f_{n+5}-53 h^{4} f_{n+7}-120 u_{n}\right.  \tag{31}\\
& \left.+360 u_{n+2}-360 u_{n+4}+120 u_{n+6}\right), \\
& u^{\prime " \prime}{ }_{n+6}=\frac{1}{40} \frac{1}{h^{3}}\left(2 h^{4} f_{n+1}+39 h^{4} f_{n+3}+76 h^{4} f_{n+5}+3 h^{4} f_{n+7}-5 u_{n}+15 u_{n+2}-15 u_{n+4}+5 u_{n+6}\right)  \tag{32}\\
& u^{\prime \prime \prime}{ }_{n+7}=\frac{1}{960} \frac{1}{h^{3}}\left(93 h^{4} f_{n+1}+721 h^{4} f_{n+3}+2359 h^{4} f_{n+5}+667 h^{4} f_{n+7}-120 u_{n}+360 u_{n+2}\right.  \tag{33}\\
& \left.-360 u_{n+4}+120 u_{n+6}\right)
\end{align*}
$$

The schemes derived in Equations 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, $29,30,31,32$ and 33 are combined and implemented as a block in solving numerical problems of fourth order ordinary differential equations directly.

## 3. ANALYSIS OF THE SCHEMES

In this section, we analyze the derived schemes which include the order \& error constant, consistency, zero stability, convergence of the method and region of absolute stability.

### 3.1. Order and Error Constant

In the Spirit of Fatunla [17]; Jain, et al. [18] the order of the developed schemes was examined. It has order $\mathrm{P}=4$ such that $(4,4,4,4,4,4,4)^{\mathrm{T}}$, T is called the Transpose and the error constants is shown in Equation 34 as

$$
\begin{equation*}
C_{p+4}=\left[\frac{15769}{120960}, \frac{5681}{3780}, \frac{25083}{4480}, \frac{364}{27}, \frac{633125}{24192}, \frac{6291}{140}, \frac{1226911}{17280}\right] \tag{34}
\end{equation*}
$$

### 3.2. Consistency

According to Adeniyi, et al. [19]; Brown [20] A linear multistep method is said to be consistent if it has an order of convergence greater than 1 .i.e $(p \geq 1)$ Thus, our derived schemes are consistent, since the orders are 4.

### 3.3. Zero Stability

A linear multistep method is Zero-stable for any well behaved initial value problem provided

- all roots of $\rho(r)=0$ lies in the unit disk, $|r| \leq 1$
- any roots on the unit circle $(|r| \leq 1)$ are simple [20, 21]

Hence

$$
\begin{equation*}
\rho(z)=z^{7}-\frac{35}{16} z^{6}+\frac{35}{16} z^{4}-21 z^{2}-\frac{5}{16} z^{0} \tag{35}
\end{equation*}
$$

Setting Equation 35 equal to zero and solving for $z$ gives $z=1$, hence the method is zero stable.

### 3.4. Convergence

The necessary and sufficient condition for a linear multistep to be convergent is for it to be consistent and zero stable. As ascertained by Henrici [21]; Lambert [22]; Lambert [23]. since the scheme is consistent and zero stable, hence it is convergent.

### 3.5. Region of Absolute Stability

The RAS of the developed schemes is considered in the light of Lambert [23]; Areo and Omojola [24]; Ibijola, et al. [25].


Figure-1. Region of Absolute stability of the developed Schemes. The shaded region shows the region in which the method is absolutely stable. Hence the scheme is P-Stable in nature [25].
Source: Ibijola, et al. [25].

## 4. NUMERİCAL EXAMPLES

In this section, practical performance of the new method is examined on some test examples. We present the results obtained from the test examples which include special, linear and application problem in electrical engineering, namely Ship Dynamics of initial value problems found in the literature. The results are compared with the exact solutions. The results or absolute errors $|u(x)-u n(x)|$ are presented side by side in the Table of values as shown below. All computations were carried out using Maple Mathematical Software version 17. 0, on Acer Laptop, Window 10. And the computations used 18 DGT.
Problem I: Consider the special fourth order below

$$
\begin{align*}
& u^{i v}=x  \tag{36}\\
& u(0)=0, u^{\prime}(0)=1, u^{\prime \prime}(0)=0, u^{\prime \prime \prime}(0)=0, \mathrm{~h}=0.1 \tag{37}
\end{align*}
$$

Exact solution: $u(x)=\frac{x^{5}}{120}+x$
Source: Duromola [26]
Problem II: Consider the linear differential equation of fourth order

$$
\begin{equation*}
u^{i v}+u^{\prime \prime}=0 \tag{38}
\end{equation*}
$$

$u(0)=0, u^{\prime}(0)=\frac{1.1}{72-50 \pi}, u^{\prime \prime}(0)=\frac{1}{144-100 \pi}, u^{\prime \prime \prime}(0)=\frac{1.2}{144-100 \pi}, \mathrm{~h}=0.01$

Exact solution: $u(x)=\frac{1-x-\cos (x)-1.2 \sin (x)}{144-100 p i}$
Source: Omar and Kuboye [27]
Problem III: $\quad u^{i v}-4 u^{\prime \prime}=0$
$u(0)=1, u^{\prime}(0)=3, u^{\prime \prime}(0)=0, u^{\prime \prime \prime}(0)=16_{\text {团 }} 0 \leq x \leq 1$
Exact solution: $u(x)=1-x+e^{2 x}-e^{-2 x}$
Source: Akinfenwa, et al. [28]
Problem IV: Consider an application problem from ship Dynamics below

$$
\begin{equation*}
u^{4}+3 u^{" \prime}+u(2+\varepsilon \cos (\Omega t)=0, \quad t>0 \tag{42}
\end{equation*}
$$

which is subjected to the following initial conditions

$$
\begin{equation*}
u(0)=1 u^{\prime}(0)=0, u^{\prime \prime}(0)=0, u^{\prime \prime \prime}(0)=0 \quad, \mathrm{~h}=\frac{1}{320} \tag{43}
\end{equation*}
$$

Where $\mathcal{E}=0$ for the existence of the theoretical solution, $u(t)=2 \cos t-\cos (t \sqrt{2})$.
Source: Familua and Omole [29]

### 4.1. Numerical Results

The numerical results of the developed schemes are presented below

Table-1. The computation result of $u$-exact, $u$-computed and error in the new method with $h=0.1$ for Problem (36) - (37).

| $\mathbf{x}$ | u-exact solution | u-computed solution | Error in our Method |
| :---: | :---: | :---: | :---: |
| 0.1 | 0.100000083333333333 | 0.100000083333333333 | $0.00 \mathrm{e}-00$ |
| 0.2 | 0.200002666666666667 | 0.200002666666666667 | $0.00 \mathrm{e}-00$ |
| 0.3 | 0.300020250000000000 | 0.300020250000000000 | $0.00 \mathrm{e}-00$ |
| 0.4 | 0.400085333333333333 | 0.400085333333333333 | $0.00 \mathrm{e}-00$ |
| 0.5 | 0.500260416666666667 | 0.500260416666666667 | $0.00 \mathrm{e}-00$ |
| 0.6 | 0.600648000000000000 | 0.600648000000000000 | $0.00 \mathrm{e}-00$ |
| 0.7 | 0.701400583333333333 | 0.701400583333333333 | $0.00 \mathrm{e}-00$ |
| 0.8 | 0.802730666666666667 | 0.802730666666666669 | $2.00 \mathrm{e}-18$ |
| 0.9 | 0.904920750000000000 | 0.904920750000000002 | $2.00 \mathrm{e}-18$ |
| 1.0 | 1.00833333333333333 | 1.00833333333333334 | $1.00 \mathrm{e}-17$ |

Note: Result of Problem 1 using $\mathrm{h}=0.1$.

| Table-2. The computation result of u-exact, u-computed and Error in the new method with h=0.01 for Problem (38) - (39). |  |  |  |
| :---: | :---: | :---: | :---: |
| $\mathbf{x}$ | u-exact solution | u-computed solution | Error in our Method |
| 0.01 | 0.000128995622844036815 | 0.000128995622844036735 | $8.0000 \mathrm{e}-20$ |
| 0.02 | 0.000257396543210135729 | 0.000257396543210134814 | $9.1500 \mathrm{e}-19$ |
| 0.03 | 0.000385195797911474182 | 0.000385195797911470767 | $3.4150 \mathrm{e}-18$ |
| 0.04 | 0.000512386483927294689 | 0.000512386483927286467 | $8.2220 \mathrm{e}-18$ |
| 0.05 | 0.000638961759093201193 | 0.000638961759093185228 | $1.5965 \mathrm{e}-17$ |
| 0.06 | 0.000764914842785369764 | 0.000764914842785342360 | $2.7404 \mathrm{e}-17$ |
| 0.07 | 0.000890239016598605380 | 0.000890239016598562086 | $3.43294 \mathrm{e}-17$ |
| 0.08 | 0.00101492762501817681 | 0.00101492762501797948 | $3.2551 \mathrm{e}-17$ |
| 0.09 | 0.00113897407608536255 | 0.00113897407608505724 | $6.5927 \mathrm{e}-17$ |
| 0.10 | 0.00126237184205664122 | 0.00126237184205619294 | $1.1919 \mathrm{e}-16$ |

[^0]Table-3. The computation result of u-exact, u-computed and Error in the new method with

$$
h=\frac{1}{320} \text { for Problem }(40)-(41)
$$

| $\mathbf{x}$ | u-exact solution | u-computed solution | Error in our Method |
| :---: | :---: | :---: | :---: |
| $\frac{1}{320}$ | 1.00937508138036728 | 1.00937508138036728 | O.00e-00 |
| $\frac{2}{320}$ | 1.01875065104675295 | 1.01875065104675295 | $0.00 \mathrm{e}-00$ |
| $\frac{3}{320}$ | 1.02812719730424914 | 1.02812719730424913 | $1.00 \mathrm{e}-17$ |
| $\frac{4}{320}$ | 1.03750520849609617 | 1.03750520849609617 |  |
| $\frac{5}{320}$ | 1.04688517302275859 | 1.04688517302275859 | 0.00e-00 |
| $\frac{6}{320}$ | 1.05626757936100329 | 1.05626757936100329 | $0.00 \mathrm{e}-00$ |
| $\frac{7}{320}$ | 1.06565291608298079 | 1.06565291608298078 | $0.00 \mathrm{e}-00$ |
| $\frac{8}{320}$ | 1.07504167187531003 | 1.07504167187530999 | $1.00 \mathrm{e}-17$ |
| $\frac{9}{320}$ | 1.08443433555816787 | 1.08443433555816782 | $0.00 \mathrm{e}-00$ |
| $\frac{10}{320}$ | 1.09383139610438364 | 1.09383139610438356 | $1.00 \mathrm{e}-17$ |
| Result of Problem $34 s i n \mathrm{~h}=0.1 / 89$ | $1.00 \mathrm{e}-17$ |  |  |

Note: Result of Problem 3 using $h=0.1 / 32$.

Table-4. The computation result of u-exact, u-computed and Error in the new method with

$$
h=\frac{1}{320} \text { for Problem }(42)-(43)
$$

| $\mathbf{x}$ | u-exact solution | u-computed solution | Error in our Method |
| :---: | :---: | :---: | :---: |
| $\frac{1}{320}$ | 0.99999999999205272181 | 0.999999999992052722 | $1.900000 \mathrm{e}-19$ |
| $\frac{2}{320}$ | 0.99999999987284392123 | 0.999999999872843921 | $2.300000 \mathrm{e}-19$ |
| $\frac{3}{320}$ | 0.99999999935627549414 | 0.999999999356275495 | $8.600000 \mathrm{e}-19$ |
| $\frac{4}{320}$ | 0.99999999796552658062 | 0.999999997965526582 |  |
| $\frac{5}{320}$ | 0.99999999503306753347 | 0.999999995033067537 | $1.3800000 \mathrm{e}-18$ |
| $\frac{6}{320}$ | 0.99999998970067947569 | 0.999999989700679481 | $3.5300000 \mathrm{e}-18$ |
| $\frac{7}{320}$ | 0.99999998091947944412 | 0.999999980919479453 | $5.3100000 \mathrm{e}-18$ |
| $\frac{8}{320}$ | 0.99999996744995111889 | 0.99999996744995115811 | $8.8800000 \mathrm{e}-18$ |
| $\frac{9}{320}$ | 0.99999994786198113959 | 0.99999994786198119805 | $3.9220000 \mathrm{e}-17$ |
| $\frac{10}{320}$ | 0.99999992053490100516 | 0.99999992053490108993 | $8.4770000 \mathrm{e}-17$ |

[^1]Table-5. Comparison of the new method with Duromola [26]; Mohammed [30] and Omar and Kuboye [27] for solving problem (36) - (37) with $\mathrm{h}=0.1$.

| $\mathbf{x}$ | Error in <br> Duromola [26] <br> $\mathbf{P = 7 , k = 1}$ | Error in <br> Mohammed [30] <br> $\mathbf{P = 4 , \mathbf { K = 6 }}$ | Error in <br> Omar and Kuboye <br> [27] <br> $\mathbf{P = 7 , \mathbf { K } = \mathbf { 6 }}$ | Error in our <br> Method <br> $\mathbf{K = 7 , \mathbf { P = 4 }}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $1.658 \mathrm{e}-13$ | $7.000 \mathrm{e}-10$ | $1.002087 \mathrm{e}-12$ | $0.00 \mathrm{e}-00$ |
| 0.2 | $3.316 \mathrm{e}-12$ | $8.999 \mathrm{e}-10$ | $0.000000 \mathrm{e}+00$ | $0.00 \mathrm{e}-00$ |
| 0.3 | $7.183 \mathrm{e}-12$ | $2.999 \mathrm{e}-09$ | $0.000000 \mathrm{e}+00$ | $0.00 \mathrm{e}-00$ |
| 0.4 | $6.649 \mathrm{e}-11$ | $5.100 \mathrm{e}-09$ | $0.000000 \mathrm{e}+00$ | $0.00 \mathrm{e}-00$ |
| 0.5 | $9.906 \mathrm{e}-11$ | $7.799 \mathrm{e}-09$ | $1.002087 \mathrm{e}-12$ | $0.00 \mathrm{e}-00$ |
| 0.6 | $3.217 \mathrm{e}-11$ | $1.180 \mathrm{e}-08$ | $2.755907 \mathrm{e}-12$ | $0.00 \mathrm{e}-00$ |
| 0.7 | $2.432 \mathrm{e}-10$ | $1.240 \mathrm{e}-08$ | $3.507306 \mathrm{e}-12$ | $0.00 \mathrm{e}-00$ |
| 0.8 | $3.202 \mathrm{e}-10$ | $1.410 \mathrm{e}-08$ | $3.507306 \mathrm{e}-12$ | $2.00 \mathrm{e}-18$ |
| 0.9 | $2.540 \mathrm{e}-10$ | $1.880 \mathrm{e}-08$ | $4.175549 \mathrm{e}-12$ | $2.00 \mathrm{e}-18$ |
| 1.0 | $2.024 \mathrm{e}-10$ | $2.600 \mathrm{e}-08$ | $4.175549 \mathrm{e}-12$ | $1.00 \mathrm{e}-17$ |

Table-6. Comparison of the new method with Awoyemi [31] and Kayode [32] for solving problem (38) (39). with $\mathrm{h}=0.01$.

| $\mathbf{x}$ | Error in <br> Adesanya, et al. [33] | Error in <br> Kayode [32] | Error in our <br> Method |
| :---: | :---: | :---: | :---: |
| 0.01 | $8.5052 \mathrm{e}-19$ | $4.8355 \mathrm{e}-17$ | $8.0000 \mathrm{e}-20$ |
| 0.02 | $1.3010 \mathrm{e}-18$ | $1.3933 \mathrm{e}-16$ | $9.1500 \mathrm{e}-19$ |
| 0.03 | $4.7704 \mathrm{e}-18$ | $6.6893 \mathrm{e}-16$ | $3.4150 \mathrm{e}-18$ |
| 0.04 | $1.7347 \mathrm{e}-17$ | $2.0129 \mathrm{e}-15$ | $8.2220 \mathrm{e}-18$ |
| 0.05 | $4.3368 \mathrm{e}-17$ | $4.6736 \mathrm{e}-15$ | $1.5965 \mathrm{e}-17$ |
| 0.06 | $9.5409 \mathrm{e}-17$ | $9.1874 \mathrm{e}-15$ | $2.7404 \mathrm{e}-17$ |
| 0.07 | $1.8127 \mathrm{e}-16$ | $1.6069 \mathrm{e}-14$ | $3.43294 \mathrm{e}-17$ |
| 0.08 | $3.1571 \mathrm{e}-16$ | $2.5407 \mathrm{e}-14$ | $3.2551 \mathrm{e}-17$ |
| 0.09 | $5.1868 \mathrm{e}-16$ | $3.8108 \mathrm{e}-14$ | $6.5927 \mathrm{e}-17$ |
| 0.10 | $8.0491 \mathrm{e}-16$ | $5.4051 \mathrm{e}-14$ | $1.1919 \mathrm{e}-16$ |

Table-7. Comparison of the new method with Akinfenwa, et al. [28] and Awoyemi [31] for solving problem (40) - (41) with $\mathrm{h}=1 / 320$.

| $\mathbf{x}$ | Error in Akinfenwa, et al. <br> $[\mathbf{2 8}]$ | Error in Awoyemi [31] | Error in our Method |
| :---: | :---: | :---: | :---: |
| $\frac{1}{320}$ | $1.00 \mathrm{e}-18$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}-00$ |
| $\frac{2}{320}$ | $2.00 \mathrm{e}-18$ | $0.00 \mathrm{e}+00$ | $0.00 \mathrm{e}-00$ |
| $\frac{3}{320}$ | $5.20 \mathrm{e}-17$ | $2.22 \mathrm{e}-16$ | $1.00 \mathrm{e}-17$ |
| $\frac{4}{320}$ | $2.39 \mathrm{e}-16$ | $2.44 \mathrm{e}-15$ | $0.00 \mathrm{e}-00$ |
| $\frac{5}{320}$ | $5.52 \mathrm{e}-16$ | $1.15 \mathrm{e}-14$ | $0.00 \mathrm{e}-00$ |
| $\frac{6.31 \mathrm{e}-14}{320}$ | $9.57 \mathrm{e}-16$ | $7.28 \mathrm{e}-14$ | $0.00 \mathrm{e}-00$ |
| $\frac{7}{320}$ | $1.20 \mathrm{e}-15$ | $1.37 \mathrm{e}-13$ | $1.00 \mathrm{e}-17$ |
| $\frac{8}{320}$ | $1.21 \mathrm{e}-15$ | $2.31 \mathrm{e}-13$ | $0.00 \mathrm{e}-00$ |
| $\frac{9}{320}$ | $6.27 \mathrm{e}-16$ | $3.61 \mathrm{e}-13$ | $1.00 \mathrm{e}-17$ |
| $\frac{10}{320}$ | $5.54 \mathrm{e}-16$ |  | $1.00 \mathrm{e}-17$ |

Table-8. Comparison of the new method with Familua and Omole [29] which were implemented by both block and predictor-corrector mode, for solving problem (42) - (43) with $\mathrm{h}=1 / 320$.

| $\mathbf{X}$ | Error in Familua and Omole <br> [29] Block mode | Error in Familua and Omole <br> [29] PC mode | Error in our Method |
| :---: | :---: | :---: | :---: |
| $\frac{1}{320}$ | $6.685763 \mathrm{e}-13$ | $5.685763 \mathrm{e}-10$ | $1.900000 \mathrm{e}-19$ |
| $\frac{2}{320}$ | $1.458489 \mathrm{e}-11$ | $1.767654 \mathrm{e}-10$ | $2.300000 \mathrm{e}-19$ |
| $\frac{3}{320}$ | $1.082968 \mathrm{e}-10$ | $5.909878 \mathrm{e}-09$ | $8.600000 \mathrm{e}-19$ |
| $\frac{4}{320}$ | $3.917803 \mathrm{e}-10$ | $5.767654 \mathrm{e}-09$ | $1.3800000 \mathrm{e}-18$ |
| $\frac{5}{320}$ | $1.025145 \mathrm{e}-09$ | $1.100202 \mathrm{e}-08$ | $3.5300000 \mathrm{e}-18$ |
| $\frac{6}{320}$ | $2.217319 \mathrm{e}-09$ | $6.898767 \mathrm{e}-08$ | $5.3100000 \mathrm{e}-18$ |
| $\frac{7}{320}$ | $4.226068 \mathrm{e}-09$ | $4.636354 \mathrm{e}-08$ | $8.8800000 \mathrm{e}-18$ |
| $\frac{8}{320}$ | $7.358019 \mathrm{e}-09$ | $5.787654 \mathrm{e}-07$ | $3.9220000 \mathrm{e}-17$ |
| $\frac{9}{320}$ | $1.196868 \mathrm{e}-08$ | $2.245763 \mathrm{e}-07$ | $5.8460000 \mathrm{e}-17$ |
| $\frac{10}{320}$ | $1.846249 \mathrm{e}-08$ | $2.846249 \mathrm{e}-07$ | $8.4770000 \mathrm{e}-17$ |

## 5. DISCUSSIONS OF RESULTS

In this work, four problems were solved. Equations 36 and 37 are the problem under consideration and the initial conditions for problem 1 correspondingly. Equations 38 and 39 represents the problem under consideration and the initial conditions for problem 2 in that order, while Equations 40 and 41 denotes the problem under consideration and the initial conditions for problem 3 respectively. Equations 42 and 43 described the problem under consideration and the initial conditions for problem 4 respectively.

In reference to the tables above, Table $1-4$ shows the numerical computational results of problem 1,2,3 and 4 using the developed schemes. The tables show the u-exact, u-computed and the error (the absolute values of the differences between the u-exact and the u-computed). The results were presented using different values of step size $\mathrm{h}=0.1$ and $\mathrm{h}=0.01$ for problem 1 and 2 , and $\mathrm{h}=1 / 320$ for problems 3 and 4 .

In Table 5, the comparison of error in the developed schemes were made with the authors Mohammed [30]; Duromola [26] and Omar and Kuboye [27]. In the literature, author [26] proposed a one-step method with fivehybrids points, the method has order $\mathrm{p}=7$. Author [30] developed a six-step block method with order of accuracy $\mathrm{p}=6$. Author [26] also presented a six step method with an interval of integration of six, the method possess order $\mathrm{p}=7$. In comparing the author's results with the proposed results in this paper, It is very clear that the results of the scheme proposed here is more accurate and converge faster than other methods.

In Table 6, the comparison of errors in the developed scheme were made with the authors Adesanya, et al. [33] and Kayode [32]. In the literature, author [33] proposed a five-step numerical method which was implemented in block mode, the method has order $\mathrm{p}=6$. Likewise, Author [32] developed a numerical methods which was implemented in predictor-corrector mode, It has order of accuracy $\mathrm{p}=6$. Our results performs excellently well better than the methods despite that our method has order $\mathrm{p}=4$ against their own of order $\mathrm{p}=6$.

In Table 7, the comparison of error in the developed scheme were made with the authors Akinfenwa, et al. [28] and Awoyemi [31]. In the literature, author [28] presented a two-step method with four hybrid points, power series was used as a basic function and the method has order of accuracy p=7. Author [31] developed an algorithms
using predictor-corrector approach. Our results is more superior to the results of the author Akinfenwa, et al. [28] and Awoyemi [31]. This has been display in the table above.

In Table 8, the comparison of error in the developed scheme were made with the author [29]. The method of author [29] was implemented both in block mode and predictor-corrector mode, they were both of the same order $\mathrm{p}=7$. The methods used power series as the basic function. Our results show superior results over the methods proposed by the authors. This actually shows that our results are far better and efficient with the use of Lucas polynomial as a basic function. Furthermore, the interpolation and collocation points that was strategically choosen also helps in performances of the new scheme.

## 6. CONCLUSION

In this study, we have derived; analyzed and implemented the developed schemes for solving directly fourth order ordinary differential equations. The schemes are implemented in block mode since continuous block method has advantage of evaluation at all selected points with the interval of integration [33]. The schemes are consistence, zero stable, and consistence. The schemes are absolutely stable. It is p-stable in nature as presented in Figure 1. In the derivation of the schemes we make use of Lucas polynomial because of its good properties. The comparisons of our methods were presented in Table 5-8. It could be seen clearly that our scheme of order $\mathrm{p}=4$ outperforms other authors in the literature with their methods of order $\mathrm{p}=6,7$. The methods also solve application problems from electrical engineering, namely Ship dynamics.

We also establish the claim made by Badmus [34] for second order schemes that when the derived schemes has uniform order of accuracy, the block scheme gotten from the minimal value of $k$ performed excellently well and compared favourably with the exact solutions. This has also been established for fourth order schemes derived from various values of $k$ which are of the same order as shown in Table $5-8$ with different value of h. we also establish that if a method has a low order of accuracy and still perform better than the methods with higher order, this means that the method is superb.
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[^0]:    Note: Result of Problem 1 using $\mathrm{h}=0.1$.

[^1]:    Note: Result of Problem 3 using $\mathrm{h}=0.1 / 32$.

