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ABSTRACT 

This paper analyzes the lead-lag relationships between construction investment and GDP at business-cycle frequency by the tests 

of Granger causality and the impulse responses in the framework of the vector autoregression, using the annual Japanese data. 

The analysis find that private construction investment tends to lead GDP, not vice versa, in the Granger sense and is of value 

in predicting the course of GDP one year ahead. Government construction investment, on the other hand, tends to lag GDP. 
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Contribution/ Originality 

This study is one of very few studies which have investigated empirically whether construction investment 

preceded the economic growth in business-cycle frequency within the methodological framework of Granger 

causality. 

 

1. INTRODUCTION 

Construction shares a large fraction of an economy’s output. The value added of the construction sector ranges 

from 3-5% of gross domestic product (GDP) in developing countries to 5-8% in advanced countries (Han and Ofori 

(2001)). Construction investment, which includes construction-related imports as well, accounts for 7-13% of GDP 

in developing countries and 10-16% in advanced countries (Pheng (1994)). It is, thus, highly probable that activities 

in the construction sector have non-negligible impact on the aggregate economy, leading its overall expansions and 

contractions. From an opposing point of view, however, it is also likely that construction investment is derived 

demand from national output and, consequently, booms and busts in the construction sector lag general economic 

conditions (Akintoye and Skitmore (1994)). The lead-lag relationships between construction investment and GDP 

are, therefore, to be empirically investigated. 

The relationships between construction and GDP have stimulated academic and practical interests in long-

term economic development (see Anaman and Osei (2007); Wong et al. (2008); Yiu et al. (2004) for example). In the 

early stage of development, the share of the construction industry grows at a higher rate than the size of national 

income does. As for more developed economies, however, there are controversies about the patterns in which the 

share of the construction industry varies with economic growth (Bon (1991); Bon (1992); Bon and Pietroforte 

(1993)). Several studies, such as De Long and Summers (1993) and Lopes (1998) analyze whether more construction 

investment induces higher economic growth. Few studies, however, focus on short-term lead-lag relationships at 
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business-cycle frequency. One of the few exceptions is a study on quarterly investment flow in Hong Kong by Tse 

and Ganesan (1997) which concludes that GDP tends to lead construction, but not vice versa.       

In the econometric literature, lead-lag relationships are often investigated by the Granger causality 

methodology (Granger (1969)). This methodology tests the predictive power of one variable to another in the 

vector autoregression (VAR). The VAR is a generalization of the univariate autoregression for multiple time-series 

and a system of regressions in which each variable is explained by lagged values of all variables in the system. The 

Granger causality methodology essentially tests whether lagged values of one variable are statistically significant in 

a regression of another variable in the VAR.  

The VAR also generates impulse responses, which trace out how one variable responds to unexpected shocks to 

other variables in the system. Although the Granger causality test identifies which variables have predictive power, 

it is difficult to identify the timing from estimated coefficients in the multivariate system. Impulse responses instead 

reveal dynamic relationships between variables. 

This paper analyzes the lead-lag relationships between construction investment and GDP at business-cycle 

frequency by the Granger causality methodology and the impulse responses generated from estimated VAR models, 

using the annual series from Japan. The Japanese government releases the time series data of GDP in the system of 

national accounts (SNA). It also regroups the SNA data into the annual series of various categories of construction 

investment. This paper utilizes these public sources of data and statistically tests whether GDP Granger causes 

construction investment or vice versa and identifies the signs and the durations of their dynamics.  

The remainder of the paper is organized as follows. Section 2 describes the data used and presents the results of 

the unit root tests to determine whether GDP and construction investment are stationary. Since the test of Granger 

causality requires variables in the VAR are stationary, the stationarity of the data must be confirmed by the 

augmented Dickey-Fuller (ADF) test. Section 3 estimates the bivariate VAR models of GDP and construction 

investment and performs the tests of Granger causality in the estimated VAR models. Section 4 presents the 

impulse responses from some of the estimated VAR models. The last section concludes.  

 

2. DATA AND UNIT ROOT TESTS 

2.1. Data 

The data in this section is annual time series for the period 1980-2005. The GDP data is sourced from the 

Cabinet Office of Japan (2016). The annual data of construction investment is obtained from the Ministry of Land, 

Infrastructure and Transport of Japan (2016), which regroups the GDP data into various categories of construction 

investment. Figure 1 describes how components of construction investment are categorized in the dataset. In what 

follows, we estimate the VAR models in which the logs of GDP and each category of construction investment form 

a bivariate system of endogenous variables.   

 

 
Figure-1. Categories of Construction Investment 

                                  Source Author: 
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2.2. Unit Root Tests 

Before testing Granger causality, the order of integration of the variables must be determined by the unit root 

test since the Granger causality test requires that variables are stationary (Granger and Newbold (1974); Ong 

(1994)). Roughly speaking, a variable is integrated of order 1 if the original series has a unit root while the first 

difference does not; a variable is integrated of order 2 if the first difference has a unit root while the second 

difference does not (higher orders of integration are not considered here). In this paper, the ADF tests are carried 

out for unit roots on the logs of GDP xt and construction investment yt (Dickey and Fuller (1979)). For xt, the ADF 

test is based on the regression 

         

Where t is a deterministic time trend, et is an error term, and α0, α1, α2 and φi are all fixed coefficients. The 

lagged values of Δxt-i are included to correct autocorrelation in et, The lag length l is determined by information 

criterions, such as the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) (Akaike 

(1973) and Schwarz (1978)). The time trend t must be included in the regression not to reduce the power of the test.   

 

The null and alternative hypotheses are 

          

     

The null hypothesis implies that the variable xt has a unit root, that is, it is non-stationary. The alternative 

hypothesis is that the variable does not have a unit root and is stationary along the deterministic trend. Unless the 

null hypothesis is rejected, the test is sequentially performed for the first difference Δxt-1 = xt - xt-1 and the second 

difference Δ2xt-1 = Δxt - Δxt-1. Similarly, yt , Δyt-1 and Δ2yt-1 are also tested for unit roots. The ADF statistic is 

known not to follow the Student t distribution; its distribution is generated through Monte Carlo simulations and 

tabulated by Engle and Granger (1987;1991). 

 

Table-1. The Unit Root Tests for the Annual Series 

Variable 
Level First Difference Second Difference 

ADF p-value Lag ADF p-value Lag ADF p-value Lag 

GDP -1.00 0.93 1 -3.34 0.08 1 -5.28 0.00 1 

Construction 
Investment 

Total     -1.00 0.93 1 -2.74 0.23 0 -6.08 0.00 0 

Building 
construction 

Total   -1.33 0.85 1 -3.33 0.09 0 -6.57 0.00 0 

Dwellings Total -1.00 0.93 0 -4.37 0.01 0 -5.82 0.00 1 

  Government 0.41 1.00 0 -1.65 0.74 0 -8.90 0.00 0 

  Private -1.08 0.91 0 -4.32 0.01 0 -5.84 0.00 1 

Non-dwellings Total -2.23 0.45 1 -3.24 0.1 1 -3.73 0.04 0 

  Government -0.83 0.95 1 -2.71 0.24 0 -5.09 0.00 1 

  Private -2.47 0.34 1 -3.4 0.08 1 -3.96 0.03 1 

Civil 
engineering 

works 

Total   0.05 0.99 1 -3.01 0.15 0 -6.29 0.00 1 

Public works Total 1.68 1.00 0 -3.57 0.06 0 -6.54 0.00 1 

Other than 
public works 

Total -1.38 0.84 1 -2.78 0.22 0 -6.83 0.00 0 

regrouped 

Building 
construction 

Government -0.81 0.95 1 -2.36 0.39 0 -4.54 0.01 1 

Private -1.54 0.78 1 -3.29 0.09 0 -6.34 0.00 0 

Civil engineering 
works 

Government 1.69 1.00 0 -3.2 0.11 0 -6.67 0.00 0 

Private 1.67 1.00 0 -3.57 0.06 0 -6.54 0.00 1 
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Table 1 reports the results from the ADF tests on the levels, the first differences, the second differences of xt 

and yt. In some cases, the AIC and the BIC select different lag lengths, but the decisions whether to reject the null 

remain unchanged irrespective of the information criterions (the ADF statistics reported in Table 1 are from the 

regressions with the lag lengths selected by the AIC). The ADF statistics are compared with the critical values at 

the 5% significance level. Only “private dwellings” is integrated of order 1 and all the other variables are integrated 

of order 2.  

 

3. VAR MODELS AND GRANGER CAUSALITY TESTS 

The VAR is often used to describe the dynamic behaviors of multiple time series in economics and finance. In 

the bivariate VAR of GDP and construction investment in their second differences, the model has the form 

 

 

Where ut and vt are error terms, and β’s and γ’s are all fixed coefficients (for “private dwellings”, which is 

integrated of order 1, Δxt and Δyt are used in place of Δ2xt and Δ2yt). The value of the lag length l is determined by 

information criterions, such as AIC and BIC. Each equation of the model is fitted by the ordinary least squares 

(OLS).      

The test of Granger causality is a joint F test on the coefficients γ’s. The null and alternative hypotheses are  

 

 

For j = 1 and 2. The null hypothesis implies the lack of predictive power or no Granger causality.  

Table 2 presents the F statistics from the Granger causality tests. In all the VAR models, the AIC and the BIC 

select identical lag lengths. The F statistics are compared with the critical values at the 5% significance level. The 

shaded cells indicate that the F statistics are statistically significant, concluding Granger causality. 

Since the results are somewhat mixed, it is not possible to conclude that construction investment 

unambiguously Granger causes GDP. Some noticeable patterns, however, emerge from the results of the tests. In 

aggregate, construction investment Granger causes GDP, not vice versa, at annual frequency. This finding is at 

odds with Tse and Ganesan (1997) using quarterly data. Looking into the details, furthermore, private components, 

such as “private building construction”, tend to lead GDP while government expenditures, such as “government 

building construction” do not. 

 

4. IMPULSE RESPONSES 

Although the results of the Granger causality tests suggest which variables have predictive power, they do not 

identify the signs and the durations of their relationships. In general, feedback effects within the VAR are difficult 

to see from estimated coefficients because endogenous variables interact with each other in a complicated fashion. 
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Table-2. The Granger Causality Tests for the Annual Series  

H0:  Construction investment does not Granger cause GDP   

Variable F p-
value 

Construction 
Investment 

Total 4.75 0.02 
Building construction Total 9.74 0.00 

Dwellings Total 8.90 0.00 
Government 1.34 0.27 
Private (1st diff.) 3.79 0.02 

Non-dwellings Total 6.57 0.01 

Government 0.46 0.71 
Private 0.61 0.69 

Civil engineering 
works 

Total 1.28 0.30 
Public works Total 0.38 0.68 
Other than public 
works 

Total 0.53 0.59 

regrouped Building construction Government 1.95 0.15 
Private 9.71 0.00 

Civil engineering 
works 

Government 2.15 0.12 
Private 0.38 0.69 

H0: GDP does not Granger cause construction investment   
Variable F p-value 
Construction 
Investment 

Total 0.07 0.93 
Building construction Total 0.91 0.47 

Dwellings Total 4.96 0.03 
Government 0.36 0.70 
Private (1st diff.) 0.78 0.55 

Non-dwellings Total 0.50 0.48 
Government 8.29 0.00 
Private 0.51 0.76 

Civil engineering 
works 

Total 1.86 0.15 
Public works Total 1.04 0.37 
Other than public 
works 

Total 4.43 0.02 

regrouped Building construction Government 4.67 0.02 
Private 1.11 0.38 

Civil engineering 
works 

Government 1.85 0.16 
Private 1.04 0.37 

 

Impulse responses, which are simulated as the trajectories of variables after an error term shocks the system by 

one standard deviation, instead reveal whether a change in one variable has a positive or negative impact on other 

variables and how long it takes for a shock to work through the system. In the VAR models estimated above, for 

example, the impulse responses of Δ2xt to a shock vt is defined as 

 

for h = 0, 1, …. The other impulse responses are similarly defined. 

 

Figures 2.1-3 show the orthogonalized impulse responses for some of the variables that Granger cause the 

other variables in the systems. The orthogonalized impulse responses are generated under the assumption that a 

shock to one of the variables does not affect the other variable at h=0. In Figures 2.1 and 2.2, a shock to GDP is 

assumed not to affect “total construction investment” and “private building construction” at h=0. That is,  
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In Figure 2.3, it is assumed that a shock to “government building construction” does not affect GDP. That is, 

 

 

In calculating impulse responses, orthogonalization is generally required to attribute a common component of 

error terms to one of variables. A common component is attributed to the variable that is hypothesized to precede 

the other variables in the system. 

 

 
Figure-2.1. The Impules Responses Total Construction Investment to GDP 

                                     Source: Authour 

 

 
Figure-2.2. The Impules Responses from Private Building Constructions to GDP 

                            Source: Authour 

 

 
Figure-2.3. The Impules Responses from GDP to Government Building Constructions 

                          Source: Authour 
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In the figures, the bold line are the impulse responses over a period of 10 years, and the dotted lines are 95% 

bootstrap confidence intervals. For all the variables, the impulse responses exhibit hump-shaped behaviors. The 

responses are positive and statistically significant from h = 1 or 2 and decay thereafter. The growth of GDP 

accelerates one year after shocks hits “total construction investment” and “private building construction”. It two 

years for a shock to GDP to have impact on “government building construction”.   

 

5. CONCLUDING REMARKS 

This study has investigated the lead-lag relationships between Japanese construction investment and GDP at 

annual frequency by the Granger causality tests and the impulse responses within the framework of the VAR. The 

results are not clear-cut, but construction investment tends to lead GDP and, in particular, private construction 

investment precedes the growth of GDP. This finding is important for macroeconomic policy in that conditions in 

the construction sector can have non-negligible impact on employment and national income. It is often argued that 

weak activity in construction causes slow economic growth for a classical example), which this study supports. This 

finding is, however, at odds with Tse and Ganesan (1997) concluding that GDP tends to lead construction. Further 

investigation is needed to identify factors that lead to these conflicting findings. Government construction 

investment is, on the other hand. Found to lag GDP. 
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