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To predict and detect various diseases, machine learning techniques are increasingly 
being used in the field of medical science. This study puts forward a bagging meta-
estimator and feed forward neural network based voting ensemble with mean decrease 
in impurity feature selection to classify the disease datasets. The work was carried out 
using the Jupyter notebook data analysis tool, and Python 3 is used as a programming 
language. In this study, two chronic disease datasets - Indian Liver Patient dataset and 
the PIMA Indians diabetes dataset are used for building and testing the proposed 
model. The datasets are split into training and testing data in the ratio of 70:30. The 
experimental results illustrate that our proposed voting ensemble has an improved 
performance compared to the individual base learners. We also compared the accuracy 
of the model before and after the application of feature reduction technique. The results 
revealed that the accuracy increased with the removal of unimportant features. By using 
the proposed ensemble model, the average MSE, bias and variance were calculated as 
0.311, 0.217 and 0.094 respectively for ILPD dataset. Similarly for PIMA dataset, the 
average MSE, bias and variance were calculated as 0.233, 0.186 and 0.047 respectively. 
These statistical parameters record a low score for ensemble classifier as compared to 
the individual constituent classifiers.  
 

Contribution/Originality: The paper's primary contribution is finding a model that rationally treats the bias-

variance trade-offs of a classification model thereby reducing its bias and variance. The proposed ensemble classifier 

achieves a good fit compared to the individual constituent classifiers.   

 

1. INTRODUCTION 

Artificial Intelligence (AI) is rapidly transforming our world. With time it has spread into many business areas 

[1-3] and is originating in medical field too with the increase in the complication and evolution of data in biological 

sciences, AI is gradually being applied within the field. The AI technologies such as machine learning (ML) and deep 

learning (DL) [4-7] have played a foremost role in the detection and prediction of diseases [8, 9] either by means of 

the disease symptom datasets [10, 11] or medical image datasets, which have helped the doctors in a positive way. 

Diagnosis of a disease is the critical step in today’s disease control world. Machine learning algorithms have 

abundant potential to categorize the datasets [12, 13] of the medical domain and thus facilitate the diagnosis, 

prognosis, and development of treatment procedures and much more. The rudimentary task of machine learning is to 

create good models from the datasets [14] that best identify or forecast our required outcome. Instead of anticipating 
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one model to be the most accurate predictor or detector [15, 16] an ensemble method comprising many models to 

produce one final detection or prediction model can be relied upon. 

Motivated by the human collective decision making procedure, ensemble learning is also known as the 

combination of classifiers. It is a broad-spectrum meta-approach to machine learning [17-20] that pursues enhanced 

predictive performance [21] by joining the predictions from several models. The ML models that are included in 

ensemble learning are known as weak learners [22-26]. The final result of the ensemble model is achieved by 

grouping the result of its individual constituent weak learner [27, 28]. The concept of diversity is the main 

constituent of the realization of ensemble models [29].  

The research study stressed mainly on creating a model that systematically treats the bias-variance trade-offs of 

a classification model thereby reducing its bias and variance. The study employed a hard voting ensemble that 

classified the data based upon the class labels and weights associated with each individual classifier taken. The novel 

voting based Meta-Estimator and Feed Forward Neural Network tries to reduce variance and bias by employing the 

bagging and boosting techniques. Further, the novel ensemble is used with GINI Importance or Mean Decrease in 

Impurity feature importance measures for tree models to achieve better classification performance based on accuracy.  

The proposed classifier takes the integration of the predictions from the Extreme Gradient Boosting or XGBoost 

(XGB), Bagging Meta Estimator (BE) and the Multilayer Perceptron (MLP). The formula for the functions of these 

algorithms is given in Equation1, Equation 2 and Equation 3.  

𝑜𝑏𝑗(𝜃) =  ∑  𝑙(𝑦𝑖 −  𝑦ȋ) +  ∑  𝛺(𝑝𝑗)
𝑗
𝑗=1

𝑛
𝑖                     (1) 

Where, 𝑝𝑗 means a prediction that comes from the 𝑗𝑡ℎ tree. 

ℎ(𝑥) =  𝜙(𝑥) = 𝑠(𝑏(1) + 𝑊(1)𝑥)                       (2) 

 𝑜(𝑥) =  𝜙(𝑥) = 𝐺(𝑏(2) + 𝑊(2)ℎ(𝑥))                     (3) 

Where, b(1), b(2) are bias vectors, W(1), W(2) are the weight matrices ,G and s are the activation functions. 

The voting ensemble classifier is a powerful meta-classifier that measures the weaknesses of individual 

constituent models on particular datasets. The implementation was performed using the Python programming 

language and Jupyter notebook data mining tool. Several performance measures were used to measure the 

performance of the proposed ensemble model. The rest of the paper is divided into the following sections: Section 2 

discusses the literature review; Section 3 provides the proposed  work by explaining the dataset and experimental 

setup. ; Section 4 gives the results analysis and discussion. Section 5 concludes the paper and suggests future work. 

 

2. LITERATURE REVIEW 

By borrowing the machine learning approaches – individual as well as ensemble techniques, many publications 

have reported their methods to classify the liver and diabetic patients by using the Indian Liver Patient Dataset 

(ILPD) and Pima Indian Diabetes Dataset (PIMA). The analysis done by some authors to predict or detect the liver 

and diabetes diseases with the help of different machine learning algorithms are given below: 

Kabir and Simone [30] proposed the super learning, also known as the stacked-ensemble, to find the ideal 

weighted average of different learning models. The model performed better than the individual base learners. The 

super learner comprised gradient boosting machine (GBM), deep neural network (DNN) and random forest (RF). 

With three base models, the stacked ensemble gave the accuracy value of 73.4% for ILPD Kabir and Simone [30]. 

Bihter [31] used the high performance neural network on ILPD that gave the training accuracy of 71.95% and 

validation accuracy as 73.28% Bihter [31]. Abedini, et al. [32] put forward an ensemble model comprising artificial 

neural network (ANN), logistic regression (LR) and decision tree (DT) to classify the PIMA dataset. The accuracy 

obtained by the authors was calculated as 83.08% Abedini, et al. [32]. Razali, et al. [33] proposed the use of neural 

network and bayesian model on ILPD and got the accuracy result of 66.85% and 70.52% respectively Razali, et al. 

[33].  Barik [34] used a hybrid machine learning technique XGBoost method on PIMA dataset and got the 
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prediction value 74.10% Barik [34]. Singh, et al. [35] applied the variants of support vector machine (SVM) on the 

ILPD dataset and found that the Coarse Gaussian SVM achieved the highest accuracy of 71.4% in predicting the 

disease [35]. 

 

3. PROPOSED WORK 

This research study involved a binary classification problem and proposes a Majority Voting Ensemble model. 

The model is a Meta-Estimator and Feed Forward Neural Network based voting ensemble trained with MDI feature 

selection to classify the disease datasets. The model takes in the instances of a number of patients whose records were 

acquired from the online repository. The raw datasets acquired from the online repository were pre-processed to get 

clean and noise free data. MDI feature importance measure for random forests was used to extract the important 

features from the datasets in to ensure better accuracy based on the given data. The supervised learning algorithms 

used to make the ensemble were XGB, BE and MLP. The prediction outputs of the individual classifiers were 

combined in voting ensemble approach. The average Mean Squared Error (MSE) was used to calculate the average 

squared difference between the estimated values and the actual value of the proposed model. The values obtained 

were compared with that of the individual classifiers. 

 

 
Figure 1. Working diagram for the proposed model design. 

 

In this study, two chronic diseases, ILPD and PIMA, were used for building and testing the proposed model. 

The performance of the model is given in terms of accuracy, precision, recall, support and f1-scores which help to 

validate the results of our proposed ensemble. The Python 3.7 programming language was used to implement the 

proposed method. Figure 1 shows the flow diagram demonstrating the workflow diagram of the proposed research 

study. 
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A. Objectives 

The main objectives of this research study were to:  

• Extract features from disease dataset using the feature importance with a forest of trees based on mean 

decrease in impurity. 

• Implement Majority Voting Ensemble classifier to classify the various diseases. 

• Compare the accuracy of the model before and after the application of feature reduction technique. 

• Compare the accuracies of ensemble model with its individual base learners. 

• Calculate the MSE, average bias and average variance of the individual classifiers as well as on the proposed 

model. 

• Compare the accuracies with other experiments from previous literature to prove the significance of the 

proposed model. 

 

3.1. Dataset  

The disease datasets that were used in this research study were acquired from Kaggle data science community. 

The datasets consist of the Indian Liver Patient Dataset (ILPD) [36] and the PIMA Indians diabetes dataset [37]. 

The ILPD dataset has 583 records and 10 attributes besides a selector-field that classifies liver patients. It consists 

of 416 liver disease patients and 167 non-liver disease patients. The PIMA dataset has 768 records and 8 attributes 

besides a selector-field that classifies diabetic patients. It consists of 500 diabetic patients and 268 non-diabetic 

patients. Figure 2 shows the features of ILPD and PIMA respectively. Figure 3 gives the pair plot of the disease 

datasets taken. The figures illustrate the matrix of relationships between each attribute in the dataset. It visualizes 

the relationships between each attribute present in the ILPD and PIMA datasets respectively, which helped with 

the immediate analysis of the data. 

 

 
Figure 2. Distribution of the features of disease datasets (a) ILPD and (b) PIMA. 

 

3.2. Experimental Setup  

B. Data Preprocessing 

The data preprocessing being one of the data mining strategies was used to deal with the missing values, 

duplicate values as well as feature selection. Since sklearn does not allow non-numerical data, we therefore 

transformed categorical data into dummy variables using the LabelEncoder function.  

Next, the missing values of the dataset were mitigated. Since the maximum features of the acquired disease 

datasets follow a skewed distribution, the missing values of the collected dataset were, therefore, handled with the 

SimpleImputer class of scikit-learn library. The missing values were directly replaced with the ‘median’ to maintain 
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the important information of the dataset. The duplicates in the datasets were subsequently removed and the datasets 

were then subjected to feature reduction technique.  

 

 

 
(b) Pair Plot of PIMA  

Figure 3. Pair plot of disease datasets pertaining to patient age. (a) (b) 
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Figure 4. Significant features using MDI on ILPD. 

 

The features of the acquired datasets were toned down by using forest of trees to assess the importance of 

features. We used GINI Importance, also known as Mean Decrease in Impurity (MDI), to measure feature 

importance with Random Forest model. The mean and standard deviation of accumulation of the impurity decrease 

within each tree was calculated using the fitted attributes of the disease datasets. Seven features and five features 

were selected from ILPD and PIMA respectively Figure 4 and Figure 5. 

 

 
Figure 5. Significant features using MDI on PIMA. 

 

Within each tree, the calculation of mean and standard deviation of accumulation of the impurity decrease 

contributes towards the feature importance based on mean decrease in impurity. Table 1 gives the time taken to 

compute the feature importance of the selected two datasets. 

 

Table 1.  Elapsed time to compute the feature importance using MDI. 

Dataset Elapsed Time 

ILPD 0.04 seconds 
PIMA 0.03 seconds 

 

C. Model Training  

The algorithms were implemented using the Python programming language. The datasets were split into 

training and testing data in the ratio of 70:30 using the ‘train_test_split’ class of sklearn machine learning library. 
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The proposed Majority Voting Ensemble, as well as individual base classifiers, was built with the training data 

while the performance was evaluated on the basis of the test data Figure 6. The research work was carried out in a 

free online cloud based Jupyter notebook environment - Google Colab. The proposed ensemble technique 

comprising of XGBoost, Bagging Meta-Estimator and Multilayer Perceptron (both individually as well as in the 

ensemble form) was implemented on the full datasets and then on reduced feature sets. Table 2 shows the pseudo 

code for Hard Voting Meta Classifier for disease diagnosis and prediction based on mean decrease in impurity 

(feature selection) for tree models. 

 

 
Figure 6. The proposed hard voting ensemble. 

 

Table 2. Pseudo-code for hard voting meta classifier algorithm. 

Disease_dataset = ILPD.csv, PIMA.csv 

Procedure: SPLIT_DATA (disease_dataset) 
train_data, test_data <- train_test_split(diabetes_attributes) return train_data, test_data 
model_estimators <- [ ] 
model_estimators.append(XGBClassifier) 
model_estimators.append(BaggingClassifier) 
model_estimators.append(MLPClassifier) 
hard_voting <-VotingClassifier(estimators <-model_estimators)  
hard_voting.fit(train_data, test_data) 
procedure: Voting Classifier (hard_voting, train_data, train_label, test_data, test_label) 
testing_diagnosis <-hard_voting.diagnose(test_data) 
training_diagnosis <- hard_voting.diagnose(train_data).     

 

D. Results 

The objective of this study was to find out if a patient will acquire a particular disease or not. Firstly, from our 

proposed method we trained and tested the datasets with individual learners. We then trained and tested the 

datasets with their voting ensemble. Later, we prioritized the data by using the MDI based feature selection 

technique and removed the attributes that were less important in each dataset. After the implementation of the 

proposed ensemble model, Table 3 and Table 4 present the classification report and confusion matrix of ILPD and 

PIMA respectively. 
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Table 3. Confusion matrix and classification report of ILPD. 

True Negative False Negative True Positive False Positive   

113 9 15 37   
Accuracy                 73.5%     

Classification Report     
 1 2 Accuracy Macro Avg Weighted Avg 
Precision 0.75 0.62 0.73 0.68 0.71 

Recall 0.92 0.28 0.73 0.60 0.73 
f1-Score 0.83 0.39 0.73 0.61 0.70 

Support 122 52.0 0.73 174 174 
 

 

Table 4. Confusion matrix and classification report of PIMA. 

True Negative False Negative True Positive False Positive   

137 20 44 30   
Accuracy                 78.3%     

Classification Report     
 1 2 Accuracy Macro Avg Weighted Avg 
Precision 0.82 0.68 0.78 0.75 0.77 
Recall 0.87 0.59 0.78 0.73 0.78 
f1-Score 0.84 0.63 0.78 0.74 0.77 
Support 157 74.0 0.78 231 231 

 

 

Table 5 gives the accuracy comparison of the proposed hard voting based ensemble learner with its constituent 

classifiers.  Table 6 gives the average MSE, bias and variance indicators of each individual classifier as well as their 

majority voted ensemble. The proposed ensemble classifier achieved a good fit compared to the individual constituent 

classifiers. By looking at the performance of the model, we observed that the mean square error of the classifier starts 

to surge upon changing either the classifiers or their parameters.  

 

Table 5. Accuracy comparison between base classifiers and voting ensemble. 

 XG Boost Bagging Meta Estimator MLP Voting Ensemble 

Without Feature Reduction 
ILPD 63.22% 63.22% 59.20% 65.52% 
PIMA 75.76% 73.59% 62.34% 74.03% 
With MDI Feature Reduction 
ILPD 70.69% 70.11% 70.11% 73.56% 
PIMA 70.56% 71.86% 67.53% 78.35% 

 

Table 6. Mean squared error, bias and variance statistics. 

Dataset  XG 
Boost 

Bagging Meta 
Estimator 

MLP Voting 
Ensemble 

Without Feature Reduction 
ILPD Average MSE 0.34 0.33 0.36 0.32 

Average Bias 0.23 0.23 0.19 0.23 

Average Variance 0.10 0.09 0.17 0.09 
PIMA Average MSE 0.25 0.25 0.34 0.23 

Average Bias 0.16 0.16 0.23 0.18 
Average Variance 0.08 0.08 0.11 0.04 

With MDI Feature Reduction 
ILPD Average MSE 0.33 0.32 0.32 0.31 

Average Bias 0.21 0.22 0.22 0.21 
Average Variance 0.11 0.09 0.09 0.09 

PIMA Average MSE 0.25 0.25 0.32 0.23 
Average Bias 0.16 0.17 0.23 0.18 
Average Variance 0.08 0.07 0.09 0.04 
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4. RESULTS ANALYSIS AND DISCUSSION 

By using the maximum voting with feature selection strategy, we achieved a greater accuracy in classifying the 

diseases. Figure 7 gives the comparison between accuracies attained by proposed Voting ensemble before and after 

using the feature reduction technique. Figure 8 gives the error statistics of the individual as well as ensemble 

classifier. 

 

 
Figure 7. Accuracy comparison of voting ensemble with and without feature reduction. 

 

The proposed ensemble algorithm was implemented on the standard datasets and the overall performance was 

calculated. It was observed that the ensemble method outperformed the other individual classifiers in terms of 

accuracy, MSE, bias and variance. The mean square error of the proposed ensemble varies between 0.233% and 

0.311%.  

 

 
Figure 8. Mean squared error statistics for disease datasets using individual and ensemble classifier. 

 

This range delineates the effective performance of the proposed ensemble model.  The accuracy of bagging and 

boosting algorithms taken separately was less than the accuracy obtained when their predictions or outputs were 

combined. It was also observed that the MSE, bias and variance of the combined ensemble model was slightly lower 

than that of the individual classifiers. The ensemble works by reducing the variance and bias by combining the 
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bagging and boosting techniques. The feature reduction played a dynamic role in selecting the most suitable features 

for classifying the disease. The shortcomings of boosting and bagging techniques were moderated by their 

unification. Table 6 demonstrates the assessment among various studies done on disease classification in recent years 

with the projected model of the paper. Furthermore, Figure 8 presents the error statistics of the proposed model for 

the two datasets while using and without using the feature reduction technique. The results show that the error 

statistics tend to be lower when the feature reduction technique is applied. 

 

5. CONCLUSION AND FUTURE WORK 

The maximum voting ensemble algorithm proposed in this paper assists in detecting and predicting liver as well 

as diabetic patients from certain datasets. The algorithms were implemented using the Python programming 

language. The prediction or output of different base learners was been combined using the maximum voting 

technique to improve prediction rate. The experimental results show that the hybrid ensemble machine learning 

model along with the MDI feature reduction technique gave the best accuracy. Also, the MSE of the proposed 

ensemble along with the bias and variance reduce marginally in the case of the ensemble technique.  MDI is an 

impurity-based feature importance technique and for high cardinality features it can, at times, be ambiguous. 

Permutation feature importance, also known as the Mean Decrease in Accuracy (MDA), can be used in future to see 

the influence on the accuracy results. The prediction score depends mainly on the type of the data used to carry out 

the experiments. We cannot reach a generalized inference or arrange an inception mechanism to summarize that the 

proposed model achieves better prediction and detection accuracy. For that there is a need for rigorous analysis that 

takes a larger number of datasets in to consideration. In the future, the proposed model will be used to classify other 

diseases such as Parkinson’s, Cancer, Alzheimer’s, etc. and infer whether the algorithm is competent or not. Table 7 

presents a comparison of our proposed algorithm with the existing approaches for disease classification in terms of 

accuracy. 

 

Table 7. Comparison of result with existing system. 

Author Year Model Dataset Accuracy 

Kabir and Simone [30] 2019 Stacked Ensemble ILPD 73.4% 
Bihter [31] 2020 Neural Network ILPD 73.28% 
Razali, et al. [33] 2020 Bayesian Model ILPD 70.52% 
Barik [34] 2021 Hybrid XGBoost PIMA 74.10% 
Singh, et al. [35] 2021 Coarse Gaussian SVM ILPD 71.4% 
Altaf, et al. [8] 2022 Voting Ensemble with MDI PIMA 78.35% 
Altaf, et al. [8] 2022 Voting Ensemble with MDI ILPD 74.03% 
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