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A variational model was used to extract or segment the breast ultrasound (BUS) image 
boundary in order to find a closed curve line of the abnormality region for further 
diagnosis. A recent selective variational model, termed the Convex Distance Selective 
Segmentation (CDSS) model, is effective at segmenting a specific image object. However, 
the CDSS model has difficulty segmenting noisy images. Unavoidable noise in BUS 
pictures leads to poor segmentation, as is widely recognized. The objective of this work 
is to propose a reformulation of the Convex Distance Selective Segmentation (CDSS) 
model for the purpose of segmenting BUS pictures. Consideration of four distinct image 
Denoising algorithms—Gaussian filter, Median filter, Wiener filter, and Rudin-Osher-
Fatemi (ROF) algorithm—as the new fitting terms in the CDSS model leads to four 
variants of modified CDSS models called Modified CDSS based on Gaussian filter 
(MCDSSG), Modified CDSS based on Median filter (MCDSSM), Modified CDSS based on 
Wiener filter (MCDSSW) and Modified CDSS based on ROF (MCDSSROF). To solve the 
modified models, we first derived the associate Euler-Lagrange equation and solved it in 
Matrix Laboratory (MATLAB) software. Experiments demonstrated that the proposed 
MCDSSROF model based on the ROF denoising algorithm provided the highest average 
of Peak-Signal-To-Noise-Ratio (PSNR), Dice, and Jaccard Similarity Coefficients, 
indicating the highest denoising quality and segmentation accuracy in comparison to 
other models.   
 

Contribution/Originality:  Since noise in ultrasound images of the breast can't be avoided and makes it hard to 

find abnormal areas, new models are made by combining the current variational segmentation model with techniques 

for removing noise from images. An accurate segmentation result may help the radiologist analyze the abnormality 

for further diagnosis. 

 

 

Review of Computer Engineering Research 
2023 Vol. 10, No. 2, pp. 70-82 
ISSN(e): 2410-9142 
ISSN(p): 2412-4281 
DOI: 10.18488/76.v10i2.3473 
© 2023 Conscientia Beam. All Rights Reserved. 

 

 
 
 
 

 
 

 

 
 
 
 

https://orcid.org/0000-0002-7362-2551
https://orcid.org/0009-0000-1612-441X
https://orcid.org/0000-0002-8308-681X
https://orcid.org/0000-0002-4716-3275
https://orcid.org/0000-0002-1787-4754
mailto:dinabadrul97@gmail.com
mailto:nurhudaismail@uitm.edu.my
mailto:abdulkadir@tmsk.uitm.edu.my
mailto:azdimaasar@tmsk.uitm.edu.my
mailto:mohdfaris@upm.edu.my
https://www.doi.org/10.18488/76.v10i2.3473


Review of Computer Engineering Research, 2023, 10(2): 70-82 

 

 
71 

© 2023 Conscientia Beam. All Rights Reserved. 

1. INTRODUCTION 

Breast cancer is the most common cancer among women in developing countries, contributing to the second-

highest number of deaths. Breast cancer is predicted to affect one out of every nine women in their lifetime [1]. Breast 

cancer must be detected and diagnosed early to control the disease and extend life expectancy. One of the common 

screening tools to detect breast cancer is ultrasound imaging. Ultrasound, also known as ultrasonography, is a 

technology that uses high-frequency sound waves to produce images of the inside of the body. In comparison to 

alternative imaging modalities, ultrasonic imaging is characterized by its non-invasive nature, absence of radiation 

exposure, and cost-effectiveness [2]. However, ultrasound images do have their disadvantages, such as the existence 

of noise [3]. This issue can lead to a misdiagnosis of the disease. To interpret medical images with higher accuracy, 

it is important to improve the image quality by performing image processing such as image segmentation and image 

denoising. 

Image segmentation is the technique of partitioning an image into several segments [4]. The use of image 

segmentation for medical purposes is to extract the boundary of a targeted region. The extracted region will be used 

to analyze the types of diseases, such as cancer [5] and breast abnormalities [6-10]. One of the main obstacles in 

medical image segmentation is low-contrast objects [11]. In addition, extremely small objects are hard to distinguish 

from normal tissue [12]. Segmenting delicate areas is complex and time-consuming; nonetheless, it is possible with 

advances in segmentation algorithms [13]. Image segmentation allows for the direct analysis of individual items 

inside a picture as opposed to examining the image as a whole. This approach significantly reduces the time required 

for the analysis process. The process of image segmentation is accomplished by the use of several models, which may 

be classified into two distinct categories: non-variational and variational techniques.  

 The non-variational model is a category in which image segmentation processes are mostly carried out using a 

machine learning-based approach. Convolutional Neural Networks [14] and U-Net [15] are examples of methods 

used. Studies have demonstrated the efficacy of these machine learning-based techniques in non-variational image 

segmentation [16]. The machine learning-based technique has certain limitations, though, including being unduly 

dependent on the volume of data and not knowing how to segment images [17]. To get satisfactory results, a lot of 

data (pictures), including the label, and good processing equipment are needed; however, these things aren't always 

accessible. Region-growing and thresholding are two more non-machine learning-based techniques for non-

variational picture segmentation. Due to their ability to segment any features or objects (including image noise) in 

an image, the region-growing and thresholding approaches may yield unsatisfactory results for abnormal regions 

with low contrast, noisy images, and close to normal tissue. 

 On the other hand, variational image processing views an image as a function whose sampling corresponds to 

the discrete matrix form of a specific picture. While a three-dimensional formulation is presented in Jumaat and Chen 

[18], other works on variational image segmentation algorithms in two-dimensional formulations have demonstrated 

that they are efficient and able to give high-quality imaging processing capabilities [19-22]. Global segmentation 

and selective segmentation are the two categories into which the variational model may be separated. The process of 

segmenting every object in the image based on specific traits is called global segmentation. Low border contrast, 

noisy pictures, and tissue that is close to normal, however, may result in disappointing results from the approaches. 

In ultrasound image segmentation research, Fang, et al. [23] and Zhao, et al. [24] formulate active contours based 

on local and global statistical properties of ultrasound image information. The models are effective for images with 

intensity inhomogeneity. However, the models developed are for a global type of segmentation, where segmenting 

for a particular object in the image may fail. 

Selective segmentation, on the other hand, is a method of segmenting a specific object within an image. This 

method has a lot of potential for integration with other applications such as histopathology image processing, 

handwritten recognition, intensity-inhomogeneous image processing, and biometric identification. Selective 

segmentation is potent for BUS images because the segmentation process can be implemented directly in the breast 
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abnormality region. The selective model, namely Convex Distance Selective Segmentation (CDSS), was introduced 

by Spencer and Chen [22]. Another approach, which is an active contour model based on the neutrosophic theory, 

was introduced by Lotfollahi, et al. [25] for segmenting ultrasound images. It was found that the neutrosophic theory 

helps the active contour model achieve the property of selective segmentation. However, it is not guaranteed that the 

proposed model can segment the selected object due to the non-convexity of the formulation.  On the other hand, the 

CDSS model by Spencer and Chen [22], which is a convex and selective model, is more reliable in segmenting a 

particular object in an image. However, the CDSS model may be sensitive to image noise. Therefore, some 

modifications to the CDSS model are needed to enhance its segmentation accuracy. In this paper, we propose to 

modify the CDSS model by using image denoising techniques. 

Image denoising is the process of reducing the amount of noise in an image while maintaining its true image 

[26]. In BUS images, noise is unavoidable. A study had shown that the Wiener filter is the best model to reduce 

speckle-type noise compared to other filters [27]. However, Wiener filtering will blur sharp edges [26]. Linear 

filtering methods such as Gaussian filtering are fast but do not maintain the denoised image's key characteristics, 

such as having the ability to over-smooth images with a lot of noise [28], while non-linear filters are able to preserve 

the important aspects of the denoised image, particularly the edges. Examples of non-linear filters that can be used 

to reduce noise are the Median filter and total variation (TV), specifically the seminal work by Rudin, et al. [29] 

termed as Rudin, Osher, and Fatemi (ROF) algorithm.   

Different varieties of denoising techniques can produce distinct denoising outcomes, thereby influencing the 

accuracy of segmentation. This study will therefore propose new selective active contour models for effectively 

segmenting BUS images by reformulating the CDSS model with information from the image denoising techniques: 

the Gaussian filter, Median filter, Wiener filter, and Rudin-Osher-Fatemi algorithm to replace the fitting term in the 

CDSS model. By modifying the CDSS model, we anticipate enhancements in terms of image quality and segmentation 

precision. 

 

2. REVIEW OF THE RELATED MODEL 

 The  Convex Distance Selective Segmentation (CDSS) model was created by Spencer and Chen [22] based on 

the piecewise constant Chan-Vese functional in Chan and Vese [21]. Assume that 𝑧(𝑥, 𝑦) is a grayscale picture. Their 

approach starts with the premise that the picture 𝑧(𝑥, 𝑦) is created by two significant areas. Unknown contours Γ 

divide the two areas. It is presumed that the region Ω1 inside the curve or contour represents the particular item with 

the unknown value,𝑐1. The unknown value 𝑐2 in Ω2 = Ω\Ω1 such that Ω = Ω1 ∪ Ω2 is used to estimate the picture 

intensity outside of the curve. 𝐴 = {𝑤𝑖 = (𝑥𝑖
∗, 𝑦𝑖

∗) ∈ Ω, 1 ≤ 𝑖 ≤ 𝑛1}  with n1(≥3) marker points will be put close to 

the targeted item. The normalized Euclidean distance of each point (𝑥, 𝑦) ∈ Ω from its nearest point in the polygon, 

P such that (𝑥𝑝, 𝑦𝑝) ∈ 𝑃, is defined as 𝑃𝑑(𝑥, 𝑦) = 𝑃0(𝑥, 𝑦)/‖𝑃0‖𝐿∞ and is created from the user input set A where 

𝑃0(𝑥, 𝑦) = ((𝑥 − 𝑥𝑝)
2
+ (𝑦 − 𝑦𝑝)

2
)
0.5

. By taking the function 𝜙(𝑥, 𝑦) at zero level set as the segmentation curve Γ and 

approximating the Heaviside of 𝜙(𝑥, 𝑦) as 𝐻(𝜙) = 0.5 (1 + (
2

𝜋
) arctan (

𝜙

𝜀
)) → 𝑢 ∈ [0,1] for small constant 𝜀 near zero, the CDSS 

functional is then defined as the following Equation 1:  

𝑚𝑖𝑛
𝑢,𝑐1,𝑐2

{𝐶𝐷𝑆𝑆(𝑢, 𝑐1, 𝑐2) = 𝜇 ∫ |𝛻𝑢|𝑑𝛺 + 𝜆 ∫ (𝑧 − 𝑐1)
2𝑢𝑑𝛺

𝛺𝛺

−𝜆 ∫ (𝑧 − 𝑐2)
2𝑢𝑑𝛺 + 𝜃 ∫ 𝑃𝑑𝑢𝑑𝛺 + 𝛼 ∫ 𝑣(𝑢)𝑑𝛺

𝛺𝛺𝛺
}

   [1] 

The first term weighted by the parameter 𝜇 > 0 ensures the segmented image is smooth, while the second and 

third terms, which are weighted by the parameter 𝜆 > 0 are the fitting terms to ensure the segmented image preserves 

the important geometric properties of the input image such as edge of the image. The fourth term, which is weighted 

by the parameter 𝜃 > 0 is the distance term which will keep the evolution curve close to the targeted object. The last 

term is the penalty function, 𝑣(𝑢) = 𝐻(√(2𝑢 − 1)2 + 𝜀 − 1)[√(2𝑢 − 1)2 + 𝜀 − 1] which weighted by a constant 
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𝛼 > 0 is introduced to ensure the solution of 𝑢 is in between 0 and 1 where 𝐻(𝑥) = 0.5 (1 + (
2

𝜋
) arctan (

𝑥

𝜀
)). To 

solve the CDSS model in Equation 1, the Euler-Lagrange partial differential equation (EL-PDE) with Neumann 

boundary condition is derived, defined as 𝜇𝐶(𝑢) − 𝜆𝑟 − 𝜃𝑃𝑑 − 𝛼𝑣′ = 0 .  

Here, the curvature term 𝐶(𝑢) = ∇. (
∇𝑢

|∇𝑢|
). Many gradient descent-based methods can be used to compute 

Equation 1. In Spencer and Chen [22] proposed using the Additive Operator Splitting scheme (AOS2) to solve the 

equation. Although the CDSS model is effective, it may be sensitive to image noise, resulting in an unsatisfactory 

result in segmenting BUS images. Hence, some modifications to the CDSS model are needed to enhance its 

segmentation accuracy. The next section demonstrates the methodology for modifying the CDSS model by using 

image denoising techniques. 

 

3. METHODOLOGY 

The CDSS model will be modified by substituting the fitting term 𝑧 in Equation 1 with the information from the 

image denoising techniques, namely the Gaussian filter, Median filter, Wiener filter, and Rudin-Osher-Fatemi (ROF) 

algorithm.  Initially, we present the modified CDSS model based on the Gaussian filter, denoted by 𝑧𝑔. The modified 

model referred to as MCDSSG is defined by Equation 2: 

𝑚𝑖𝑛
𝑢,𝑐1,𝑐2

{𝑀𝐶𝐷𝑆𝑆𝐺(𝑢, 𝑐1, 𝑐2) = 𝜇 ∫ |𝛻𝑢|𝑑𝛺 + 𝜆 ∫ (𝑧𝐺 − 𝑐1)
2𝑢𝑑𝛺

𝛺𝛺

 −𝜆 ∫ (𝑧𝐺 − 𝑐2)
2𝑢𝑑𝛺 + 𝜃 ∫ 𝑃𝑑𝑢𝑑𝛺 + 𝛼 ∫ 𝑣(𝑢)𝑑𝛺

𝛺𝛺𝛺
}.

              [2] 

Here, 𝑧𝐺 = 𝑒
−

𝑥2+𝑦2

2𝜎2  where 𝜎2 is variance around each pixel (𝑥, 𝑦).  

Secondly, we define the modified CDSS model based on the Median filter, 𝑧𝑀 . Equation 3 describes the second 

modified model, referred to as MCDSSM: 

𝑚𝑖𝑛
𝑢,𝑐1,𝑐2

{𝑀𝐶𝐷𝑆𝑆𝑀(𝑢, 𝑐1, 𝑐2) = 𝜇 ∫ |𝛻𝑢|𝑑𝛺 + 𝜆 ∫ (𝑧𝑀 − 𝑐1)
2𝑢𝑑𝛺

𝛺𝛺

 −𝜆 ∫ (𝑧𝑀 − 𝑐2)
2𝑢𝑑𝛺 + 𝜃 ∫ 𝑃𝑑𝑢𝑑𝛺 + 𝛼 ∫ 𝑣(𝑢)𝑑𝛺

𝛺𝛺𝛺
}.

  [3] 

Here, 𝑧𝑀(𝑥, 𝑦)
(𝑠,𝑡)∈𝑆𝑥𝑦

= 𝑚𝑒𝑑𝑖𝑎𝑛{𝑧(𝑠, 𝑡)} where 𝑆𝑥𝑦  symbolize an 𝑚 × 𝑛  sub-image of the input noisy image, 𝑧(𝑠, 𝑡).  

For the third modified model, we combine the newly generated fitting term from the Wiener filter, 𝑧𝑊with the 

CDSS model. Equation 4 describes the third modified model, referred to as MCDSSW:  

𝑚𝑖𝑛
𝑢,𝑐1,𝑐2

{𝑀𝐶𝐷𝑆𝑆𝑊(𝑢, 𝑐1, 𝑐2) = 𝜇 ∫ |𝛻𝑢|𝑑𝛺 + 𝜆 ∫ (𝑧𝑊 − 𝑐1)
2𝑢𝑑𝛺

𝛺𝛺

  −𝜆 ∫ (𝑧𝑊 − 𝑐2)
2𝑢𝑑𝛺 + 𝜃 ∫ 𝑃𝑑𝑢𝑑𝛺 + 𝛼 ∫ 𝑣(𝑢)𝑑𝛺

𝛺𝛺𝛺
}.

  [4] 

Here, 𝑧𝑊 = 𝜂 + (
𝜎2−𝑣2

𝜎2 ) (𝑧 − 𝜇) where 𝜂, 𝑣2 and  𝜎2 are local mean, noise variance and variance around pixel 

respectively.  

The fourth updated model shows the insertion of the new fitting term, 𝑧𝑅𝑂𝐹 created by the ROF model into the 

CDSS model. The fourth modified model termed MCDSSROF is written mathematically as Equation 5: 

𝑚𝑖𝑛
𝑢,𝑐1,𝑐2

{𝑀𝐶𝐷𝑆𝑆𝑅𝑂𝐹(𝑢, 𝑐1, 𝑐2) = 𝜇 ∫ |𝛻𝑢|𝑑𝛺 + 𝜆 ∫ (𝑧𝑅𝑂𝐹 − 𝑐1)
2𝑢𝑑𝛺

𝛺𝛺

  −𝜆 ∫ (𝑧𝑅𝑂𝐹 − 𝑐2)
2𝑢𝑑𝛺 + 𝜃 ∫ 𝑃𝑑𝑢𝑑𝛺 + 𝛼 ∫ 𝑣(𝑢)𝑑𝛺

𝛺𝛺𝛺
}.

  [5] 

Here, 𝑧𝑅𝑂𝐹 = 𝑧 + (
1

2𝜆
) 𝑑𝑖𝑣 (

∇𝑧𝑅𝑂𝐹

|∇𝑧𝑅𝑂𝐹|
). 
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All the modified models of Equation 2, 3, 4 and 5 are solved by solving their associated Euler-Lagrange partial 

differential equation (EL-PDE). Here, we demonstrate how to derive the EL-PDE for Equation 5 only because the 

derivation of the EL-PDE for Equation 2, 3 and 4 are mostly the same. From Equation 5, we denote that 𝐼1(𝑢) = |∇𝑢| =

√𝑢𝑥
2 + 𝑢𝑦

2 = (𝑢𝑥
2 + 𝑢𝑦

2)
1

2, 𝐼2(𝑢) = 𝑟𝑅𝑂𝐹𝑢,    𝐼3(𝑢) = 𝑃𝑑𝑢, and 𝐼4(𝑢) = 𝑣(𝑢) where 𝑟𝑅𝑂𝐹 = (𝑧𝑅𝑂𝐹 − 𝑐1)
2 − (𝑧𝑅𝑂𝐹 − 𝑐2)

2. Next, we 

define a small parameter 𝜀 which is a real parameter with a range of values around 0 and a test function 𝜙. 

Consequently, 𝐼1|𝑢 + 𝜀𝜙| = |∇(𝑢 + 𝜀𝜙)| = √(𝑢𝑥 + 𝜀𝜙𝑥)
2 + (𝑢𝑦 + 𝜀𝜙𝑦)

2
. At 𝜀 = 0, the derivative of  √(𝑢𝑥 + 𝜀𝜙𝑥)

2 + (𝑢𝑦 + 𝜀𝜙𝑦)
2
 

with respect to 𝜀 is given as 

 
𝑑

𝑑𝜀
√(𝑢𝑥 + 𝜀𝜙𝑥)

2 + (𝑢𝑦 + 𝜀𝜙𝑦)
2 =

1

2
[𝑢𝑥

2 + 𝑢𝑦
2]

−
1

2. [2𝑢𝑥𝜙𝑥 + 2𝑢𝑦𝜙𝑦]  

=
𝑢𝑥𝜙𝑥 + 𝑢𝑦𝜙𝑦

[𝑢𝑥
2 + 𝑢𝑦

2]
1

2

=
∇𝑢. ∇𝜙

|∇𝑢|
. 

Reviewing the Taylor expansion as an example, consider the function 𝑓(𝑎) = [(𝑥 + 𝑎𝑐1)
2 + (𝑦 + 𝑎𝑐2)

2]𝑝 where 

𝑝 ≠ 0. The derivative with respect to 𝑎 is 𝑝[(𝑥 + 𝑎𝑐1)
2 + (𝑦 + 𝑎𝑐2)

2]𝑝−1(2(𝑥 + 𝑎𝑐1)𝑐1 + 2(𝑦 + 𝑎𝑐2)𝑐2). At 𝑎 = 0, 

the result is 𝑝
(2𝑥𝑐1+2𝑦𝑐2)

[𝑥2+𝑦2]1−𝑝 .  The Taylor expansion at 𝑎 = 0 can be defined as the following Equation 6: 

 𝑓(𝑎) = 𝑓(0) + 𝑓′(𝑎)𝑎 + 𝑂(𝑎2) = (𝑥2 + 𝑦2)𝑝 + 𝑝
(2𝑥𝑐1+2𝑦𝑐2)

(𝑥2+𝑦2)1−𝑝 𝑎 + 𝑂(𝑎2). [6] 

Thus, by applying the Taylor expansion in Equation 6 at 𝜀 = 0, the term 𝐼1 can be extended as follows. 

𝐼1|𝑢 + 𝜀𝜙| = |∇(𝑢 + 𝜀𝜙)| = √(𝑢𝑥 + 𝜀𝜙𝑥)
2 + (𝑢𝑦 + 𝜀𝜙𝑦)

2 

= |∇𝑢| +
∇𝑢. ∇𝜙

|∇𝑢|
𝜀 + 𝑂(𝜀2). 

For the second term, 𝐼2(𝑢) = 𝑟𝑅𝑂𝐹 . 𝑢, the derivative with respect to 𝜀 and at 𝜀 = 0 is given as follows. 

𝑑

𝑑𝜀
(𝑟𝑅𝑂𝐹(𝑢 + 𝜀𝜙)) = 𝑟𝑅𝑂𝐹𝜙. 

Thus, implementing the Taylor expansion in Equation 6 at 𝜀 = 0 gives, 

𝑟𝑅𝑂𝐹(𝑢 + 𝜀𝜙) = 𝑟𝑅𝑂𝐹𝑢 + 𝑟𝑅𝑂𝐹𝜙𝜀 + 𝑂(𝜀2). 

As for the third term, 𝐼3 = 𝑃𝑑 . 𝑢, the derivative with respect to 𝜀 and at 𝜀 = 0 is defined as 

 
𝑑

𝑑𝜀
(𝑃𝑑(𝑢 + 𝜀𝜙)) = 𝑃𝑑𝜙.  

Hence, when applying Taylor expansion in Equation 6 at 𝜀 = 0, the term 𝐼3  can be expressed as follows. 

 𝑃𝑑(𝑢 + 𝜀𝜙) = 𝑃𝑑𝑢 + 𝑃𝑑𝜙𝜀 + 𝑂(𝜀2).  

Similarly, for the fourth term, 𝐼4(𝑢) = 𝑣(𝑢), the derivative with respect to 𝜀 and at 𝜀 = 0 is given as 

𝑑

𝑑𝜀
(𝑣(𝑢 + 𝜀𝜙)) = 𝑣′(𝑢)𝜙. 

Therefore, applying Taylor expansion in Equation 6 at 𝜀 = 0, the term 𝐼4 becomes  

𝑣(𝑢 + 𝜀𝜙) = 𝑣(𝑢) + 𝑣′(𝑢)𝜙𝜀 + 𝑂(𝜀2). 

The next step is to determine the first variation of the functional MCDSSROF with respect to 𝑢. Therefore, the 

first variation for 𝐼(𝑢) = 𝐼1 + 𝐼2 + 𝐼3 + 𝐼4 combined with any test function 𝜙 will be defined as, 

lim
𝜀→0

𝐼(𝑢 + 𝜀𝜙) − 𝐼(𝑢)

𝜀

= ∫ [𝜇
∇𝑢. ∇𝜙

|∇𝑢|
+ 𝜆𝑟𝑅𝑂𝐹𝜙 + 𝜃𝑃𝑑𝜙 + 𝛼𝑣′(𝑢)𝜙]

Ω

𝑑Ω = 0.
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By using Green’s first identity as the following relation, 

∫∇𝜙. 𝜔⃗⃗ 

Ω

𝑑Ω = ∫𝜙𝜔⃗⃗ .

𝑑Ω

𝜂 𝑑𝑠 − ∫𝜙∇. 𝜔⃗⃗ 

Ω

𝑑Ω, 

we let 𝜔⃗⃗ =
∇𝑢

|∇𝑢|
 and obtain 

∫∇𝜙. 𝜔⃗⃗ 

Ω

𝑑Ω = ∫∇𝜙
∇𝑢

|∇𝑢|
.

Ω

𝑑Ω = ∫𝜙
∇𝑢

|∇𝑢|
.

𝑑Ω

𝜂 𝑑𝑠 − ∫𝜙∇.
∇𝑢

|∇𝑢|
Ω

𝑑Ω. 

Next, set the boundary condition (Neumann Type) ∇𝑢. 𝜂 = 0 we have, 

 ∫ [−𝜇∇.
∇𝑢

|∇𝑢|
𝜙 + 𝜆𝑟𝑅𝑂𝐹𝜙 + 𝜃𝑃𝑑𝜙 + 𝛼𝑣′(𝑢)𝜙]

Ω
𝑑Ω = 0.  

The integrand is equal to zero if 

 
 −𝜇∇.

∇𝑢

|∇𝑢|
𝜙 + 𝜆𝑟𝑅𝑂𝐹𝜙 + 𝜃𝑃𝑑𝜙 + 𝛼𝑣′(𝑢)𝜙 = 0

⇒ 𝜙 [−𝜇∇.
∇𝑢

|∇𝑢|
+ 𝜆𝑟𝑅𝑂𝐹 + 𝜃𝑃𝑑 + 𝛼𝑣′(𝑢)] = 0.

  

As a result, the EL-PDE with Neumann boundary condition for all test function 𝜙 for Equation 5 is defined as 

the following Equation 7:  

 {

𝜕𝑢

𝜕𝑡
= 𝜇∇. (

∇𝑢

|∇𝑢|
) − 𝜆𝑟𝑅𝑂𝐹 − 𝜃𝑃𝑑 − 𝛼𝑣′ = 0     in Ω

𝜕𝑢

𝜕𝑛⃗ 
= 0                                                on 𝜕Ω     

  [7] 

Where 𝑛⃗  is the exterior normal at boundary of 𝜕Ω and 
𝜕𝑢

𝜕𝑛⃗ 
 is the normal derivative of 𝑢 at the boundary. Using a 

similar process, the EL-PDE for MCDSSG, MCDSSM and MCDSSW defined in Equation 2, 3 and 4 respectively are 

defined as the following Equations 8, 9, and 10: 

 {

𝜕𝑢

𝜕𝑡
= 𝜇∇. (

∇𝑢

|∇𝑢|
) − 𝜆𝑟𝐺 − 𝜃𝑃𝑑 − 𝛼𝑣′ = 0     in Ω

𝜕𝑢

𝜕𝑛⃗ 
= 0                                                on 𝜕Ω     

  [8] 

 {

𝜕𝑢

𝜕𝑡
= 𝜇∇. (

∇𝑢

|∇𝑢|
) − 𝜆𝑟𝑀 − 𝜃𝑃𝑑 − 𝛼𝑣′ = 0     in Ω

𝜕𝑢

𝜕𝑛⃗ 
= 0                                                on 𝜕Ω     

  [9] 

 {

𝜕𝑢

𝜕𝑡
= 𝜇∇. (

∇𝑢

|∇𝑢|
) − 𝜆𝑟𝑊 − 𝜃𝑃𝑑 − 𝛼𝑣′ = 0     in Ω

𝜕𝑢

𝜕𝑛⃗ 
= 0                                                on 𝜕Ω     

  [10] 

Equation 7, 8, 9 and 10 can be solved iteratively using many approaches, such as a finite difference scheme, an 

optimization multilevel scheme, or an operator splitting scheme. In this research, we applied the Additive Operator 

Splitting (AOS2) scheme, which is similar to the method used to solve the CDSS model by Spencer and Chen [22]. 

Particularly in Spencer and Chen [22] and Rodtook, et al. [30] the specifics of the AOS2 scheme are well explained. 

 

3.1. Algorithm Steps for the Proposed Models 

The algorithm below depicts the steps required to implement the new proposed models: MCDSSG, MCDSSM, 

MCDSSW and MCDSSROF. The solutions are computed using Matrix Laboratory (MATLAB) software. To stop the 

program automatically, two stopping criteria were utilized. Firstly, a tolerance value 𝑡𝑜𝑙 = 1 × 10−5 was defined, 

and secondly, the maximum number of iterations, maxit=5000 was used. Next, we introduce Algorithm 1 as follows:  

Algorithm for the proposed models:  

1. Use command ‘imread’ in MATLAB to import BUS image. 

2. Set the parameter values of 𝛼, 𝜇, 𝜃 , 𝜆 and define the marker set A. 
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3. Initialize 𝑛 = 0,   thus 𝑢(0).  

4. For 𝑖𝑡𝑒𝑟 = 1 to maximum iterations, maxit=5000 or 
‖𝑢𝑛+1−𝑢𝑛‖

‖𝑢𝑛‖
≤ 𝑡𝑜𝑙  do 

Calculate Equation 8 for MCDSSG model or Equation 9 for MCDSSM model or Equation 10 for MCDSSW model 

or Equation 7 for MCDSSROF model. 

5. 𝑢 ← 𝑢(𝑛). The final solution will be defined as the output 𝑢.  

 

4. RESULTS AND DISCUSSION  

Twenty (20) BUS pictures from Rodtook, et al. [30] were used in this investigation. Experiment 1, Experiment 

2, and Experiment 3 are three different sorts of experiments that were carried out. Using the CDSS model that is 

currently in use as well as the updated models MCDSSG, MCDSSM, MCDSSW, and MCDSSROF, we will segment 10 

original BUS pictures in Experiment 1. Experiment 2 follows, showing how well each model performed in segmenting 

an additional 10 BUS pictures with additive noise. For both tests, the value of 𝜇 = 1, 𝛼 = 2, 𝜆 = 0.01  are fixed for 

all problems.     

The crucial parameter, which needs to be calibrated correctly, is 𝜃. Depending on the BUS images, the value of 

𝜃 varies in this study from 0.5 to 2.3. In essence, a big value of  𝜃 is required for an item that is near to tissue or 

picture noise, whereas a lower value of 𝜃 is required for an object that is smooth. The final Experiment 3 shows how 

sensitive the suggested model is to the value of the parameter 𝜃.    

 Using the Jaccard Similarity Coefficient (JSC), also known as the Intersection over Union (IOU) coefficient, and 

the Dice Similarity Coefficient (DSC), which is defined as follows, the segmentation accuracy of all models was 

assessed. 

JSC = IOU =
|𝑆𝑛∩𝑆∗|

|𝑆𝑛∪𝑆∗|
× 100, DSC =

|𝑆𝑛∩𝑆∗|

|𝑆𝑛|+|𝑆∗|
× 100                             

 Here 𝑆𝑛 represents the segmented object of Ω1 and 𝑆∗ is the ground truth solution. The similarity function has 

a 0-100 possible return value range. Perfect segmentation quality is represented by JSC and DSC values of 100, 

whereas imperfect segmentation quality is represented by JSC and DSC values of 0. 

In addition to JSC and DSC metrics, we use Peak-Signal-To-Noise Ratio (PSNR) to assess the denoised BUS 

images derived from the proposed models in Experiment 2. The PSNR is calculated using a logarithmic decibel scale 

and is represented by the equation shown below: 

𝑃𝑆𝑁𝑅(𝑋, 𝑌) = 10. log10(2552/𝑀𝑆𝐸(𝑋, 𝑌))                          

Here, MSE represents the mean square error value defined by the following equation:  

𝑀𝑆𝐸(𝑋, 𝑌) =
1

𝑚𝑛
∑ ∑[𝑋(𝑖, 𝑗) − 𝑌(𝑖, 𝑗)]2

𝑗=𝑛

𝑗=1

𝑖=𝑚

𝑖=1

. 

Here 𝑋(𝑖, 𝑗)the original is image and 𝑌(𝑖, 𝑗) is the noisy or the denoised image. The higher the PSNR value, the 

better the denoising result.   

 

4.1. Experiment 1 

In Experiment 1, 10 original BUS images will be used as shown in Figure 1. The size of the original BUS images 

is 128 x 128. 

All images in Figure 1 will be segmented by the existing model, CDSS, and the modified models: MCDSSG, 

MCDSSM, MCDSSW and MCDSSROF. For example, we illustrate two samples of segmentation results of Problem 1 

and Problem 2 of Experiment 1 in Figure 2. 
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Figure 1. Test images in experiment 1. 

 

 
Figure 2. Segmentation results of problem 1 and 2 of experiment 1 for all models. 

 

The example of segmentation results shown in Figure 2 is in the form of a binary representation. For Problem 

1, all of the changed models can separate out the abnormal area, except for the original model, CDSS (second column), 

which also separates out the noisy part inside the targeted object. For Problem 2, only two modified models are 

successfully segmenting the abnormal lesion without segmenting the noisy part inside the object, which are the 

MCDSSG (third column) and MCDSSROF models (sixth column). To quantify segmentation accuracy, we compute the 

average of the JSC and DSC values for all test images, as shown in Figure 3. 

 

 
Figure 3. The Average JSC and DSC value for all test images in experiment 1. 

 

Based on Figure 3, the MCDSSROF model scored the highest average of JSC = 84.4 and DSC = 92. The lowest 

JSC and DSC values are obtained by the MCDSSG model, which are 81.8 and 89.9, respectively. For the CDSS model, 

the MCDSSM model, and the MCDSSW model, the average JSC values are 82.9, 83.3, and 83.3, respectively, while the 

average DSC values are 91.3, 90.9, and 90.9, respectively.   
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Experiment 1 indicates that the ROF model is more suitable for reducing image noise while preserving the edge 

of the targeted object compared to other image denoising filters applied in this study. Consequently, this helps to 

increase segmentation accuracy. We noticed that the weakest performance of image denoising is demonstrated by the 

Gaussian filter in MCDSSG model, which results in poor segmentation quality. This is mainly because the Gaussian 

filter will reduce the image noise but, at the same time, give a blurry effect to the object edge.  

 

4.2. Experiment 2 

To investigate the additive noise sensitivity of all models, we use another 10 BUS images corrupted with noise, 

as shown in Figure 4. The size of the BUS images is 128 x 128.  

 

 
Figure 4. Test images in experiment 2. 

 

We demonstrate two samples of segmentation results for Problems 11 and 12 using CDSS, MCDSSG, MCDSSM, 

MCDSSW, and MCDSSROF in Figure 5. 

 

 
Figure 5. Segmentation results of problem 11 and 12 of experiment 2 for all models. 

 

Figure 5 illustrates the segmentation results of Problems 11 and 12 of Experiment 2 in the form of a binary 

representation. The second row is the result for Problem 11, while the third row is the result for Problem 12. Based 

on Figure 5, all modified models can segment the abnormal lesion in Problem 11 without segmenting the noisy part 

inside the targeted object except for the CDSS and MCDSSM models, while for Problem 12, only MCDSSG and 

MCDSSROF are able to segment the targeted object without segmenting the artefact inside the targeted object. To 

evaluate the accuracy of denoised images and segmentation accuracy quantitatively, we compute the average of PSNR, 

JSC, and DSC values for all 10 corrupted BUS images, as shown in the following Figure 6.  
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Figure 6. The average PSNR, JSC and DSC value for all test images in experiment 2. 

 

Based on Figure 6, the average PSNR value for the MCDSSROF model is the highest, at 75.2. On the other hand, 

the CDSS model has the lowest value of PSNR=68.6. This is mainly because there is an insufficient denoising effect 

in the formulation of the CDSS model. The MCDSSW model obtained the second highest value of PSNR, with an 

average value of 74.8. The rank of MCDSSG and MCDSSM varies based on the distorted BUS images, with an average 

value of 74 and 73.8, respectively.  

 The MCDSSROF model, on the other hand, has the highest segmentation accuracy when compared to the average 

JSC and DSC values of 85.5 and 92.3, respectively. For most of the input images, the MCDSSW model obtained the 

second-highest JSC and DSC values. The MCDSSM model typically has higher JSC and DSC values than the CDSS 

and MCDSSG models. So, according to the results of Experiment 2, the MCDSSROF model has the best denoised BUS 

images, which leads to the best segmentation of the corrupted BUS images.  

Based on Experiments 1 and 2, the proposed MCDSSROF model is more recommended because it was able to 

segment the original and corrupted BUS images with the most accuracy compared to the other models used in this 

study.  

 

4.3. Experiment 3 

The value of θ is important in order to optimize the accuracy of the segmentation. To demonstrate the effect of 

parameter θ on the segmentation result, we have chosen Problem 11 from Figure 4 to be segmented by the 

recommended MCDSSROF model. The following Figure 7 shows the segmentation results of the MCDSSROF model 

with different values of θ for Problem 11. 

Figure 7 shows the segmentation results in binary (first row) and curve (second row) form for Problem 11 using 

the values of θ = 0.1, θ = 1.0, and θ = 6. By visual observation, the segmentation results clearly show that the BUS 

image is over-segmented when θ = 0.1, where MCDSSROF model unintentionally segments the healthy tissue 

surrounding the abnormal lesion. When θ = 6, the MCDSSROF model also produces an unsatisfactory result. A well-

generated segment was delivered when θ = 1. These visual interpretations are supported by the values of JSC and 

DSC, where the JSC and DSC values for the MCDSSROF model with θ = 1 are higher than θ = 0.1 and θ = 6. In 

conclusion, if the value of θ is too small, the model will over-segment the abnormal lesion or the healthy tissues near 

the abnormal lesion, and if the value of θ is too high, the boundary line of the abnormal lesion will not be segmented 

properly by the model.  
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Figure 7. The segmentation results of problem 11 for MCDSSROF model with different values of θ. 

 

The limitations of the MCDSSROF model can be seen in the parameter selection approach. In this model, the 

parameter θ was chosen by trial and error to achieve good segmentation results, which is difficult and time-

consuming.  

 

5. CONCLUSION 

The focus of this research is to extract or segment the abnormality region in BUS images using a variational 

selective segmentation model. Due to the limitations of the existing model, CDSS, in handling images with noise, this 

research proposed four modified versions of the model: MCDSSG, MCDSSM, MCDSSW, and MCDSSROF. The 

modification involved adding the image denoising algorithm as the appropriate fitting term in the formulation. 

To solve the modified models, we first provide the Euler-Lagrange partial differential equation for each modified 

model. There are numerous iterative methods for solving the Euler-Lagrange partial differential equations. In this 

study, we have suggested solving the problems using Additive Operator Splitting (AOS2) scheme. Two experiments 

were conducted in order to compare the performances of the original and modified models. The first experiment was 

to segment the original BUS images, while the second experiment was to segment the corrupted BUS image with 

additive noise. The numerical performances of the original and modified models were analyzed using PSNR, JSC, and 

DSC. The PSNR was used to evaluate the quality of the denoised BUS images, while the JSC and DSC were used to 

evaluate the segmentation accuracy. 

From the two experiments carried out, the JSC and DSC values showed that the accuracy of segmentation was 

better in most of the modified models than in the original model, CDSS, except for MCDSSG. The quality of the 

denoised BUS image, as indicated by PSNR value from all modified models, is higher than the original BUS images. 

The lowest quality of the BUS image was obtained by the CDSS model. Results demonstrated that the MCDSSROF 

produced a better quality denoised BUS image, and consequently, the segmentation accuracy was higher compared 

to other models. The final experiment demonstrated the sensitivity of the recommended MCDSSROF model towards 

different values of parameter θ where an appropriate value of θ is needed to acquire a better segmentation result. In 

the future, the MCDSSROF model can be extended to the color domain and 3-D formulation. 
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