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Pneumonia and tuberculosis are the major public health problems worldwide. These 
diseases affect the lungs, and if they are not diagnosed properly in time, they can 
become a fatal health problem. Chest x-ray images are widely used to detect and 
diagnose Pneumonia and Tuberculosis disease. Detection of Pneumonia and 
Tuberculosis from chest x-ray images is difficult and requires experience due to the 
similar pathological features of the diseases. Sometimes a misdiagnosis of the disease 
occurs due to this similarity. Several researchers used deep learning and machine 
learning techniques to solve this misdiagnosis problem. However, these studies used 
the chest x-ray images only to develop Pneumonia and Tuberculosis disease detection 
models. But using the chest x-ray images alone cannot necessarily lead to accurate 
disease detection and classification. In the traditional or manual approach, medical 
records are required to support and correctly interpret the chest x-ray images in the 
appropriate clinical context. This study develops a multi-input Pneumonia and 
Tuberculosis detection model using chest x-ray images and medical records to follow 
the clinical procedure. The study applied a Convolutional Neural Network for the chest 
x-ray image data and a Multilayer perceptron for the medical record data to develop the 
models. We implemented feature-level concatenation to join the output feature vectors 
from the Convolutional Neural Network and a Multilayer perceptron for the 
development of the disease detection model. For the purpose of comparison, we also 
developed image-only and medical record-only models. Consequently, the image-only 
model gives an accuracy of 92.68%, the medical record-only model results in 98.72% 
accuracy, and the combined model accuracy is improved to 99.61%. In general, the 
study shows that the fusion of the chest x-ray and the medical records leads to better 
accuracy and is more similar to the clinical approach.  
 

Contribution/Originality: This study aimed to create a multi-modal deep learning model for the detection of 

Pneumonia and Tuberculosis diseases, employing clinical methodologies. Various feature extraction techniques 

were employed to find the most significant features from both the images and the medical data. 
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1. INTRODUCTION 

The occurrence of lung infection is attributed to the infiltration of the lungs by a substantial microorganism, 

such as a virus or bacteria, resulting in detrimental effects on the pulmonary system. Pneumonia and TB 

(tuberculosis) are significant global public health concerns that have a profound impact on pulmonary health. . 

According to a report from the World Health Organization (WHO), Tuberculosis (TB) is the second-top 

infectiously deadly disease next to Coronavirus Disease (COVID-19) and above Human Immunodeficiency Virus / 

Acquired Immunodeficiency Syndrome (HIV/AIDS). In 2020, 1.2 million people 1 comprising 214,000 people who 

are HIV positive, died from TB worldwide. The COVID-19 pandemic has made the number of deaths worse since 

2019 as a result of TB risk factors like malnutrition and poverty  [1]. It showed that in 2021 and 2022, the case 

would become more exacerbated. On top of this, developing countries cover more than 95% of the death cases [1]. 

Tuberculosis is one of the most critical public health problems in Ethiopia. For instance, in 2020, 151,000 TB 

incidences will be recorded.  

In addition, TB treatment coverage is 71%, and the remaining 29% of TB cases were not diagnosed. The main 

causes of TB morbidity and mortality in Ethiopia are co-infections with other diseases like HIV/AIDS and a lack of 

access to early diagnosis2 and treatment. Mnyambwa, et al. [2] identified that TB disease detection and diagnosis 

are the consequence of increased patient burden, a poor laboratory system, and a lack of skilled workers. This gap 

has to be addressed to achieve the Sustainable Development Goals (SDG) target of ending TB by 2030.  Typically, 

the signs and symptoms of active TB disease may become moderate for months. This leads to delayed medical 

attention and an increased risk of spreading the bacteria to others. Typically, the signs and symptoms of active TB 

disease may become moderate for months. In the absence of proper treatment, almost all HIV-positive individuals 

with TB and 45% of HIV-negative individuals with TB will die. 

Pneumonia is responsible for 14% of all deaths among children under the age of five. For example, 740,000 

children died from pneumonia in 2019. People with pre-existing health problems and adults over the age of 65 are 

also at risk for pneumonia. The disease can affect either or both lungs. When a healthy individual breathes, the tiny 

air sacs named alveoli that make up the lungs fill with air. When a person with pneumonia breathes, fluid and pus 

accumulate in the alveoli, which reduces their ability to take in oxygen and makes breathing painful. Viruses, 

bacteria, or fungi are the causes of pneumonia. Bacterial and viral pneumonia are contagious, while fungal 

pneumonia is not contagious. Ethiopia is among the sub-Saharan African countries with the highest rate of 

pneumonia. Even though various cost-effective interventions, such as good nutrition and immunization, can prevent 

pneumonia deaths, delays in diagnosing pneumonia are a major factor in the deaths of children under five [3].   

Different medical imaging techniques have been used for the diagnosis of Pneumonia and TB disease. But, due 

to their accessibility, low radiation dose, and ease of use [4-6], chest x-rays are widely used for Pneumonia and TB 

diagnosis and health monitoring [7]. Diagnosing Pneumonia and TB disease using a chest x-ray image is a difficult 

task and requires skillfulness and experience. Pneumonia and tuberculosis closely resemble each other on chest x-

ray images [4, 8]. Due to this, misdiagnosis between the two diseases occurs more frequently than any other lung 

disease [9]. 

Researchers apply machine learning and deep learning techniques to develop Pneumonia and TB detection 

models. Convolutional Neural Network (CNN) and pretrained models are widely used to develop detection models 

using chest x-ray images. These deep learning models are considered to only use chest x-ray image data. The 

models cannot contextualize the chest x-ray image according to the patient’s medical history and other medical 

information in the way medical experts do. To achieve a similar goal to that of the real practitioner, patient medical 

 
1 https://www.who.int/news-room/fact-sheets/detail/tuberculosis 
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history should be used in addition to the chest x-ray image [10]. In this study, deep learning is used to develop a 

Pneumonia and TB detection model from patient medical records and a chest x-ray image dataset.  

 

2. LITERATURE REVIEW 

Different studies are conducted on applying machine learning and deep learning techniques to improve the 

detection and diagnosis of pneumonia and tuberculosis. Ayan and Ünver [11] used the Xception and Vgg16 CNN 

models to develop a pneumonia detection model from chest x-rays. The reason for using these two models was that 

both Xception and Vgg16 have better performance weights on the ImageNet dataset. The accuracy of Vgg16 was 

0.87% and Xception was 0.82%, but Xception exceeded Vgg16 in the detection of pneumonia cases. Rajpurkar, et al. 

[12] developed a model named CheXNet that can detect 14 diseases, including pneumonia, from chest x-ray images 

at a level that outperforms a radiologist's work. CheXNet is a 121-layered CNN that takes a chest x-ray image, 

gives the likelihood of pneumonia, and indicates portions of the image that are most suggestive of pneumonia. The 

performance of CheXNet exceeded the average performance of radiologists on the F1 score. The authors stated 

their limitations as using only the frontal chest x-ray images and being unable to include patient history in addition 

to chest x-ray images.  

Verma, et al. [8] pointed out that pulmonary infectious diseases are difficult to diagnose [13] because they 

mimic each other. As a result of this, the patient will suffer from misdiagnosed treatment. A case of a patient with 

tuberculosis misdiagnosed as pneumonia that resulted in death is presented. This paper aimed to propose a 

framework to classify Pulmonary Tuberculosis (PTB), bacterial pneumonia, and viral pneumonia from chest x-ray 

images using image processing techniques. The Neural network classifier and Inception V3 were used for the 

analysis of images and image embedding, respectively. For training purposes, the Shenzhen chest x-ray dataset and 

the China dataset on pneumonia are used. Rescaling, rotation, width and height shift, shear range, zoom range, and 

horizontal flipping augmentation techniques are applied.  

We came up with a new deep learning algorithm called VGG Data STN with CNN (VDSNet) to improve 

CNN's poor performance on rotated and tilted image orientations [14]. VDSNet combines CNN, Visual Geometry 

Group (VGG), data augmentation, and a spatial transformer network (STN). This work conducted binary 

classification using chest x-ray images and x-ray view position, records of gender, and the age of the patient. The 

developed model performed with a validation accuracy of 73%. In this work, no image augmentation technique is 

utilized. The use of patient age and gender attributes has improved the accuracy of the model. The model developed 

only detects whether the lung disease is found or not; it does not identify which lung disease is detected. Hooda, et 

al. [6] proposed a deep CNN-based method for TB detection from chest x-ray image data. The reason behind 

developing this study was that traditional Computer-Aided Design (CAD) systems use handcrafted features, but 

deep learning automatically extracts and learns the best features. A 19-layer simple deep CNN architecture has been 

developed. The proposed architecture consists of convolutional, Relu, Fully Connected (FC), and dropout layers. 

Chest x-ray images used in this work are taken from Shenzhen and Montgomery public datasets by reducing the 

dimensions to 224x224 size. A total of 800 chest x-ray images were used, of which 600 were for training and 200 

were for validation. Adam, SDG, and momentum optimizers were compared, and the Adam optimizer outperformed, 

with overall accuracy and validation accuracy obtained of 94.73% and 82.09%, respectively.  

Haloi, et al. [4] have developed a pneumonia and TB classification model by modifying the architecture of a 21-

layered deep network for traffic sign classification [15].  The model developed is a 211-layered deep CNN model. 

The dataset used was a collection of four publicly available chest x-ray datasets. A partial attention mechanism was 

used on inception classifier feature maps. Disagreement values between the model and radiologists are used as 

feedback to optimize the network parameters. A pre-trained model on the chest x-ray 14 dataset and data 

augmentation are used to improve the performance of the model. Data augmentation techniques of random flips to 

the left or right, up or down, and changing the pixel values randomly are applied in this work. The performance of 
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this model exceeded that of CheXNet [12] in detecting pneumonia cases. Overexposed chest x-rays applied for the 

development of the model have affected its performance. The overlapping domain of pneumonia and tuberculosis is 

considered in this work; the model can identify a chest x-ray image that contains both pneumonia and tuberculosis 

pathological features. This model only uses x-ray images to detect pneumonia and TB; no associated medical 

history of the patient is used. 

Khatibi, et al. [16] proposed a two-step automatic method of pneumonia and TB detection using a stacked 

ensemble classifier. In the first step of the model, the symptoms and demographic factors of 191 patients are 

imputed, and features are selected by using stacked ensemble classifiers; the first step classification is also performed 

here. On the second step, the chest x-ray reports and laboratory results from the first step are applied to the stacked 

classifier again. The ensemble classifiers applied are AdaBoost, random forest, and gradient boosting. Single 

classifiers like decision tree (DT), Support Vector Machine (SVM), linear regression, and K Nearest Neighbor 

(KNN) are also applied to compare their performance. Another aim of developing a two-step model is to save time 

waiting for laboratory results and radiographic reports, in which this work can first show the result based on 

demographic information and patient symptoms in the phase one output. In this study, the radiology reports are 

used instead of the radiology images. This makes the developed system dependent on the decisions made by the 

radiologists directly, and this leads to biased results and variation in the views of the radiologists. 

The researcher used machine learning and deep learning for different disease detections, like tuberculosis, 

breast cancer, and brain tumors [17-21]. They used the chest X-ray (CXR) images as input to the model and finally 

classified the image as infected or not infected.  

 

3. DATA COLLECTION AND METHODOLOGY  

The pneumonia and TB detection model combines chest x-ray images and medical record data to minimise the 

misdiagnosis problems that stem from models developed using chest x-ray images only or medical record data only. 

The main beneficiaries of this study are radiologists or medical doctors. The model aids radiologists or medical 

doctors in detecting pneumonia and TB in a more accurate way. This study incorporates 17 features of medical 

records along with chest x-ray images for the prediction of pneumonia and TB disease. We applied a multilayer 

perceptron to process the medical record data, and a convolutional neural network was applied to process the chest 

x-ray images. Then, the outputs of the two algorithms were merged together using the concatenation layers. The 

accuracy achieved in this study is 99.61%, which shows the proposed model can be used in the d etection of 

pneumonia and TB cases. 

 

3.1. Data Set Preparation  

In this study, we have used locally collated datasets: medical records and chest x-ray images. The datasets are 

collected from three local hospitals in Ethiopia: Alert Hospital, St Peter's Specialized Hospital, and Yekatit 12 

Hospital Medical College. A total of 2,931 chest x-ray images and medical records were collected from the three 

hospitals, as shown in Table 1. 

 
Table 1. Local data sources. 

Disease type  Alert Hospital St. Peter's Hospital Yekatit 12 Hospital Total 

Pneumonia 152 489 391 1,032 

TB 176 397 341 914 
Other 154 463 368 985 
Total 482 1,349 1,100 2,931 

 

 

The chest x-ray images are cleaned from texts using the Keras Optical Character Recognition (OCR) library, 

which is shown in Figure 1. We loaded a batch size of images for the Keras OCR to clean. The images are loaded 

from the drive according to their path in a csv file. The OCR checks every part of the image, pixel by pixel, and 
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removes the text found on the image. The image is converted to Red, Green, and Blue (RGB) format to avoid color 

inversion. Furthermore, the Chest x-ray images are converted to greyscale, and augmentation techniques are 

applied. All images are resized to 512 x 512 sizes, and normalization is also performed. In this study, we have 

performed seven types of augmentation techniques to do seven different experiments on the performance of the 

model with respect to the augmentation techniques applied, as shown in Table 4. 

 

 
Figure 1. Sample chest X-ray images before preprocessing. 

 

3.2. Deep Learning Techniques and Feature Selection 

Deep learning is the part of machine learning that needs a high quantity of data to learn from and get  better 

accuracy than the traditional machine learning algorithms. Deep learning classification techniques can also produce 

numerical outputs between 0 and 1, but classification algorithms in traditional machine learning approaches are 

only considered to be either 0 or 1 [22]. In this study, we used a Convolutional neural network for the processing 

of chest x-ray image data. CNN network is a deep learning algorithm for processing data with a grid pattern that is 

inspired by the organization of the animal visual cortex and meant to learn spatial hierarchies of features from low-

level to high-level patterns. CNNs are the most effective neural networks for computer vision tasks such as image 

recognition and classification. The convolution layer, pooling layer, and fully connected layers are the building 

blocks of CNN [23]. A crucial component of the CNN design is the convolution layer, which combines linear and 

nonlinear methods, such as activation functions and convolution, to conduct feature extraction. In order to limit the 

number of trainable parameters and establish translation invariance to minute shifts and d istortions, a pooling layer 

samples the feature maps. This minimizes their in-plane dimensionality. It is the convolution or pooling layer's 

output feature maps that are flattened and turned into a one-dimensional array. These are then linked to other fully 

connected layers in the Fully Connected Layer (Dense Layer), where a learnable weight connects each input to each 

output. Machine learning algorithms perform well on tabular data, but in order to make them suitable for model 

concatenation and deployment, we preferred using neural networks [24]. A multi-layer perceptron is a type of 

artificial neural network that can be used for classification and regression tasks. Due to its simplicity, good 

performance on tabular datasets, and good achievements in the medical field [25]. Multilayer Perceptron (MLP) is 

used to process the tabular medical record dataset in this study, which is shown in Table 2. 

We applied the Random forest classifier algorithm for the feature selection task in the medical record dataset. 

By adding bootstrap aggregation and randomization methods to the decision tree classifier while it is being built, 

random forest classifiers make the single tree better at classifying [26]. Gini impurity, or information gain, is used 

as a measure of impurity. Features with lower impurity levels are important, and vice versa. Our medical record 

dataset contains both categorical and continuous independent variables, and random forest classifiers can handle 

both well. We have used random forest classifiers because of their high accuracy, better generalization, and 

interpretability. 
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Table 2. Sample medical record dataset. 

  Age Sex Temp RR PR Cough_D Cough_T me CP SOB SP02 Fever NS HTB Contact HS WL HIV Diagnosis IMG 

2646 35.0 M 38.8 30.0 81 4.30 yellowish 11.50 Yes Yes 90.0 Low Yes No No No Yes p TB lb (573).png 
874 65.0 M 36.0 16.0 95 0.14 dry 11.00 No No 95.0 No No No No No No N Other Other (875).png 
1794 0.3 M 36.5 32.0 110 0.42 dry 8.37 Yes Yes 100.0 High No No No No No N Pneumonia Pneumonia (795).png 

297 86.0 M 37.0 20.0 77 0.14 dry 10.00 No No 99.0 No No No No No No N Other Other (298).png 
1076 55.0 M 36.5 30.0 114 2.00 whitish 8.37 Yes Yes 93.0 High No No No No No N Pneumonia Pneumonia (77).png 
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3.3. Proposed Approach 

The study is performed to predict pneumonia and TB disease by using a medical record dataset and a chest x-

ray image dataset. Figure 2 shows the overall process of the proposed approach. In the first step, the two data sets 

are preprocessed according to their unique nature (structural data, image). In the second step , the preprocessed 

chest x-ray image and medical record datasets are processed according to the architecture proposed below. The 

medical record dataset is processed using a multilayer perceptron, and the chest x-ray image is also processed using 

a convolutional neural network. By taking the feature vector outputs from the two algorithms, the processed 

features are concatenated.  

 

 
Figure 2. Proposed X-ray image and medical recorded data approach. 

 

4. EXPERIMENTAL RESULTS 

The implementation part is done in the Google Colab Pro environment. Google Colab Pro provides a large 

Random Access Memory (RAM) size of 25.46GB, faster Graphics Processing Units (GPU), and more usage time 

than the free version. Accuracy, F1-Score, precision, and recall evaluation metrics are used to measure the 

performance of the models, as shown in Table 6.   

 

4.1. Medical Record Preprocessing 

The medical record dataset contains 2931 rows with 18 columns and was later reduced to 17 columns. We 

performed different preprocessing techniques to make the dataset ready for model building. The dataset features, 

along with their data types, are presented in Table 3. 

 

4.1.1. Data Cleaning on the Medical Recorded Dataset  

4.1.1.1. Unit Conversion 

We converted different units from one unit value to another unit value. In the age column, the ages of children 

below age one (1) are recorded in months. Such records are converted to years by dividing the month by 12. The 

cough duration of patients is also recorded by days, weeks, months, and years. Days, months, and years are 

converted to weeks. We have checked the outliers, and the outliers have been removed. 

 

4.1.1.2. Data Transformation 

We transform the medical record dataset into the categorical features that are shown in Table 3. We apply 

categorical encoding, label encoding, and one-hot encoding data transformation techniques. 
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• Ordinal encoding: we applied ordinal encoding to categorical data types that have ordered relationships. 

Example: Cough type and fever. 

• Label encoding: is applied to encode categorical values that do not have an ordered relationship , such as sex, 

chest pain, and shortness of breath, night sweat, and history of tuberculosis, contact with a chronic cougher, 

history of smoking, weight loss, and HIV test results. 

• One hot encoding: is used to encode each output value into a new column by creating dummy variables.  

 
Table 3. Features with their data types. 

Feature Symbol Data type 

Age Age Continuous 

Sex Sex Categorical(Nominal)  M – 0    F – 1 
Temperature Temp Continuous 
Respiratory rate RR Continuous 

Pulse rate PR Continuous 
Cough duration in weeks Cough_D Continuous 

Cough type Cough_T Categorical(Ordinal) 
0- dry  1-whitish   2- yellowish   3-bloody 

White blood cell count WBC Continuous  
Chest pain CP Categorical(Nominal) 0 – no     1– yes 

Shortness of breath SOB Categorical(Nominal) 0 – no     1 – yes 
Oxygen saturation SPO2 Continuous 
Fever Fever Categorical(Ordinal) 0 – no  1 – low    2 – high 

Night sweat NS Categorical(Nominal)  0 – no    1 – yes 
History of TB HTB Categorical(Nominal)  0 – no    1 – yes 
Contact with chronic cougher Contact Categorical(Nominal)  0 – no    1 – yes 

History of smoking HS Categorical(Nominal)  0 – no    1 – yes 
Weight loss WL Categorical(Nominal)  0 – no    1 – yes 

HIV test result HIV Categorical(Nominal)  0 – P      1 – N 
Diagnosis Diagnosis Categorical(Nominal) 0 – other   1 - pneumonia    2 - TB  

 

 

4.1.2. Data Normalization 

Data normalization allows the values to have a common scale without distorting the variations in values. We 

perform the normalization technique by using the absolute maximum scaler technique for columns having values 

greater than 1. Normalization techniques are used based on age, temperature, respiratory rate, pulse rate, cough 

duration, white blood cell count, oxygen saturation, fever, and cough type. After normalization, every value scales 

between 0 and 1.  

 

4.2. Feature Selection 

After the data was cleaned, we employed feature selection to select features that contributed to improving the 

model’s performance. The random forest classifier is used to identify the relevant features and to use those features 

for the model building process, as shown in Figure 3. 

 

4.3. Image Preprocessing Techniques  

The collected chest x-ray images are RGB images with 3 channels. These images are converted to greyscale t o 

minimize the complexity and reduce computational resource requirements. In image preprocessing, image cleaning 

and image augmentation techniques are applied to the chest x-ray images.  Meta information on the local chest x-

ray images is cleaned using OCR, and then image augmentation is performed.  
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Figure 3. Feature selection result. 

 

After cleaning, image augmentation techniques are applied to the  chest x-ray images. According to 

Sirazitdinov, et al. [26], rotation, horizontal flip, and random brightness augmentation techniques applied to chest 

x-ray images have shown better performance gains on the model, as indicated in Table 4. Rotation between -5 and 

5, equal scaling in the x and y axis, and translation (height shift and width sift) are stated as medically 

recommended augmentation techniques, and horizontal flip is not recommended medically because it can lead to a 

non-physiological image [27]. Pivoting from these two papers, we selected rotation between -5 and 5, random 

brightness, height shift, and width shift augmentation techniques to perform on our chest x-ray image dataset. We 

apply image augmentation to only get varying versions of the original dataset without increasing the dataset size. 

We do not increase the size of the dataset because the number of chest x-ray images and medical record rows 

should not be equal to the concatenation. 

 

Table 4. Data augmentation techniques and model accuracy. 

Experiment Grey scaling Brightness Rotation Height shift Width shift Accuracy (%) 

1 X     98.77 
2  X  X X 98.70 

3  X  X  98.87 
4  X X   98.98 

5  X X X X 98.94 
6   X X X 98.98 
7   X  X 99.08 

 

  

4.4. Concatenation Layer 

We defined a concatenation layer to concatenate the output feature vectors of CNN and MLP. The length of 

the features from CNN and MLP can be equal or not. But the number of datasets of medical records and chest x-ray 

images should be equal. Because concatenation concatenates the features of a single data row to the corresponding 

chest x-ray image features found at the same index position. In other words, the medical record information of a 

single person becomes concatenated with the associated single chest x-ray image. No medical record of a single 
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person can be joined with another chest x-ray image with a different index position. There is a one-to-one 

correspondence between the two datasets. 

 

5. RESULTS OF THE STUDY  

For comparison purposes, we have also developed image-only and medical record-only models. We used CNN 

and MLP sequential models, respectively. To develop the image-only model, a similar number of neurons and layers 

as the CNN of the functional model is used. We also applied L2 regularization to increase the performance of the 

model. The Adam optimizer with a learning rate of 0.0001 is applied. The LeakyReLU activation function is also 

used in the hidden layer of the model. To develop the MLP-only sequential model and the CNN-only sequential 

model, we used similar layers as in the MLP and CNN of the functional model. The results of the MLP-only model 

and CNN-only model confusion matrix are shown below in  Figure 4a and Figure 4b. 

 

 
Figure 4. MLP (a) and CNN (b) sequential model confusion matrix results respectively. 

 
Table 5. Comparison of the three models. 

Developed model MLP only model CNN only model MLP+CNN model 

Accuracy (%) 98.72 92.68 99.61 
 

 

As shown in Table 5, the performance of the joint model exceeded that of the single models of image and 

medical record. In addition, Table 6 shows the accuracy of the proposed model with respect to the three classes 

(pneumonia, TB, and others) of the dataset. 

 

Table 6. Accuracy of validation methods. 

Class Precision (%) Recall (%) F1-score (%) Accuracy (%) 

Pneumonia 99.07 99.44 99.25 99.52 
TB 99.53 99.19 99.35 99.62 

Other 99.69 99.4 99.54 99.69 
Average accuracy 99.61 

 

 

The training and validation accuracy and loss graph of the joint model trained on 10 fold s is shown in Figure 5. 

The confusion matrix of the joint model is shown in Figure 6. 
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Figure 5. Accuracy and loss curve results for K=10. 

 

 
Figure 6. Developed joint model confusion matrix result. 

 

6. DISCUSSION 

Previous works that applied deep learning to develop pulmonary  disease detection models [4, 6, 8, 11, 12] 

applied only chest x-ray images to develop detection models. These studies missed the right medical diagnosis 

procedure of including the patient's medical history for proper disease detection from chest x-ray images. Khatibi, et 

al. [16], who applied machine learning techniques to detect pneumonia and TB from patient symptoms and 

radiology reports, found that the models' performance is highly dependent on the decision made by the radiologist 

on the chest x-ray image. In other words, the algorithms do not directly detect the medical images, which leads to 

bias. Even though the work of Bharati, et al. [14] tried to use patient age, gender, and view position of the image 

information in addition to the chest x-ray image, this work failed to detect the specific disease; rather, it only shows 

whether the disease is detected or not. Therefore, the first aim of this study is to develop a pneumonia and TB 

model by incorporating patient medical records and chest x-ray images together. The detection enables the 

identification of pneumonia and TB disease. 

 
Table 7. Hyper parameters combination for tuning. 

Task Dropout Batch 
size 

Epoch Activation 
function 

Learning 
rate 

Kernel 
size 

Acc 
(%) 

F1-score 
(%) 

1 0.25 32 100 Relu 0.001 3x3 99.36 99.03 

2 0.1 60 50 Relu 0.001 3x3 99.40 99.11 
3 0.5 40 60 Relu 0.01 5x5 99.27 98.97 
4 0.1 30 50 LeakyReLU 0.001 5x5 99.25 98.87 

5 0.25 40 80 Relu 0.001 7x7 99.49 99.24 
6 0.2 30 60 LeakyReLU 0.001 3x3 95.58 93.42 

7 0.1 30 50 Relu 0.001 7x7 99.29 98.97 
8 0.5 30 60 LeakyReLU 0.001 7x7 99.33 99.00 
9 0.25 40 80 Relu 0.001 5x5 99.43 99.14 

10 0.25 40 80 Relu 0.001 3x3 99.27 98.90 
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Hyper-parameter tuning is done to improve the accuracy of the model. We have performed hyper-parameter 

tuning to minimize training time and remove unnecessary parameters. We have performed the hyper-parameter 

tuning using manual techniques. The various parameters used during the tuning process and the results achieved 

are shown in Table 7. By applying 10 different combinations of hyper-parameters, we have shown average accuracy 

and an average F1 score in the above table. The combination indicated in task 5 has shown slightly higher 

performance than the other combinations. Therefore, we have nominated the combination of hyper-parameters 

indicated in task 5, dropout of 0.25, batch size of 40, 80 epochs, relu activation function, learning rate of 0.0001, and 

kernel size of 7x7 to develop the final model. The selected combination is used to develop our pulmonary infectious 

disease detection model. 

One way of improving the performance of the algorithms is by using k-fold cross-validation. We fed the 

preprocessed chest x-ray image and Medical record to the algorithms and trained those using different K fold 

values. The model gives the best accuracy when k=10 as shown in Table 8. We have gotten better average accuracy 

on this training than 3 and 5 folds. 

 

Table 8. Classification result based on the three classes. 

Class Precision (%) Recall (%) F1-score (%) Accuracy (%) 

Pneumonia 99.07 99.44 99.25 99.52 
TB 99.53 99.19 98.35 99.62 

Other 99.69 99.40 99.54 99.69 
Average accuracy 99.61 

 

 

To the best of our knowledge, no model has been created to identify pneumonia and tuberculosis (TB) based on 

chest x-ray pictures and medical records that go beyond the patient's age and gender. We have made use of local 

chest x-ray pictures and our own dataset of medical information. As such, direct comparisons of this work with 

other studies on pneumonia and tuberculosis disease detection models are not possible. 

 

7. CONCLUSION 

This paper presents the development of a disease detection model for pneumonia and tuberculosis utilizing 

chest x-ray images and medical information. In order to attain our objective, we have undertaken many procedures , 

including data pretreatment, feature selection, and picture augmentation. Convol utional neural networks and 

multilayer perceptron’s are among the deep learning methods that have been employed in this study. The feature 

vectors produced by both methods are combined using feature-level concatenation. Comparing models that only 

use images or medical records shows that models that combine medical records and chest x-ray images work 

better than models that only use medical records. The present work holds significant importance within the medical 

domain as it closely emulates the process by which radiologists analyze and reach conclusions regarding the visual 

characteristics of chest x-ray pictures in practical medical diagnostic settings. This study's findings provide valuable 

assistance to medical professionals, namely radiologists, in effectively and promptly identifying diseases through the 

analysis of chest x-ray pictures and medical data. The patients are also recipients of the findings of this study, as it 

enables them to receive a timely and precise diagnosis of the disease. The created model effectively addresses the 

issue of inaccuracies observed in models that just rely on chest x-ray images or medical data. In order to enhance 

the representativeness of the models, it is advisable to use a greater volume of local medical records and chest x-ray 

pictures obtained from diverse institutions in future studies. This is particularly relevant given the varying stages 

and types of tuberculosis (TB) disease. 
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