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ABSTRACT 

Sample size estimation is a fundamental step in designing trials and studies for which the primary objective 

is the estimation or the comparison of parameters. In this paper, the equation of sample for proportion was 

used to develop two equations for sample size determination. The resultant equations are natural and 

normal logarithmic. The validation test was conducted for populations with different sizes from 10 to 

100000 from which sample size was calculated applying the equation of sample for proportion, finite 

population correction for proportion equation and the developed equations at 0.05 and 0.01 levels of 

significance. It was found that the sample size calculated by natural logarithmic equation was larger than 

sample sizes calculated by proportion, finite population correction for proportion, and normal logarithmic 

equation. Sample size calculated by normal logarithmic equation was the smallest up to 1000 population 

size at 0.05 level of significance and up to 10000 population sizes at 0.01 levels. 
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1. INTRODUCTION 

A study that collects too much data is or insufficiently precise and lacks the power to reject a 

false null hypothesis is a waste of time and money. Sample size calculation for a study estimating 

a population prevalence has been shown in many authors (Lwanga and Lemeshow, 1991; Daniel, 

1999). The basic and general concepts of statistical inference, including estimation and hypothesis 

testing are presented by many workers: Gardner and Altman (1986; 1988),  Machin et al. (1997), 

Friedman et al. (1998), Altman et al. (2000),  Sackett (2001), Armitage et al. (2002) and Piantadosi 

(2005). The objective of this study is to calculate an adequate size sample to developed of 
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logarithmic equation for statistical sample determination. It can be determined using a 

simple formula. 

1.1.  Calculation of the Sample Size 

The following equation of sample for proportion 

)1......(................................................................................
1 2N

N
n


  

Where, 

N = population size. 

n =  sample size. 

α =  significance level. 

The following simple formula (Daniel, 1999) can be used: 
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Where,  

n0 = the sample size without considering the finite population correction factor. 

Z = level of confidence, 

P = expected prevalence or proportion (in proportion of one; if 20%, P = 0.2), and 

d = precision (in proportion of one; if 5%, d = 0.05). 

In these studies, investigators present their results with 95% confidence intervals (CI). 

Expected proportion (P): This is the proportion (prevalence) that investigators are going to 

estimate by the study. Sometimes, investigators feel a bit puzzled and a common response is that 

‘We don’t know this P. From the formula, it can be conceived that the sample size varies inversely 

with the square of the precision (d2) (Naing et al., 2006). 

Smaller d (good precision or smaller error of estimate).. 

Again, d in the formula should be a proportion of one rather than percentage (Naing et al., 

2006). 

The equation of finite population correction for proportion is given as follow 
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2. METHODOLOGY 

2.1. Assumptions 

Consider the following equation of sample for proportion 

N

N
n

21 
  

By conducting the division operation for the right side of Equation 1, the following form will 

result 
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2.2. Boundary Conditions 

n (0 – n), N (0 – N) 

By differentiating the middle and right terms of the above assumed inequality, 
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2.3. Equation Derivation 

The following equation will be obtained by separating the variables in Eq. (4): 
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Applying the determinate integration for the mentioned boundary conditions and proceeding 

in solution 
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Equation (6) is the new developed natural logarithmic model for large sample size, a model 

for smaller sample size can be obtained by replacing natural logarithm with normal logarithm as 

follow 
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2.4. Validity Test 

Sample sizes for different sizes of population were calculated using equation of sample for 

proportion (Eq. 1), equation of finite population correction for proportion (Eq.3) and new 

Equations (Eq. 6 and Eq. 7). The results of sample sizes obtained from new equations were then 

compared to results obtained from Equation 1 and Equation 3 in histograms. 

 

 



Journal of Empirical Studies, 2014, 1(1): 23-29 
 

 

   26 
© 2014 Conscientia Beam. All Rights Reserved 

 

3. RESULTS AND DISCUSSION 

The sample sizes were calculated by the different equations at two levels of significance. Fig. 

1 and Table 1  showed the sample sizes calculated by the different equations at 0.05 level of 

significance while Table 2 and Fig. 2 demonstrated the sample sizes calculated by the different 

equations. 

In Fig. 1 It was shown that for 10 population size, the sample size calculated with proportion, 

finite population correction for proportion and natural logarithmic equation at 0.05 level of 

significance was equal to population size except in case of normal logarithmic equation, the 

sample size was 40 % of population size. For 20 population size, the size of sample calculated with 

natural logarithmic equation was equal to population size while other equations resulted in 

smaller sample sizes. For population sizes from 30 to 100000, the sample sizes calculated with 

natural logarithmic equation were larger than these calculated with other equations. The 

logarithmic equation resulted in smaller sample size from 10 to 750 population size as compared 

to proportion and finite population correction for proportion equations. In Fig. 2 It was shown 

that for 10 to 70 population size, the sample size calculated with proportion, finite population 

correction for proportion and natural logarithmic equation at 0.01 level of significance was equal 

to population size except in case of normal logarithmic equation, the sample sizes were the 

smallest for population size from 10 to 10000. For population size from 80 to 100000, the sizes of 

sample calculated with natural logarithmic equation were the largest while other equations 

resulted in smaller sample sizes. Normal logarithmic equation resulted in largest sample size for 

100000population as compared to proportion and finite population correction for proportion 

equations. It can be concluded that the developed equations can be used for sampling.            

 

4. CONCLUSION 

The equation of sample for proportion was used to develop two equations for sample size 

determination. The resultant equations are natural and normal logarithmic. The validation test 

was conducted for populations with different sizes from which sample size was calculated 

applying the equation of sample for proportion, finite population correction for proportion and the 

developed equations at levels of significance (0.05  0.01). It was found that the sample size 

calculated by natural logarithmic equation was larger than sample sizes calculated by proportion, 

finite population correction for proportion, and normal logarithmic equation. While logarithmic 

equation resulted in the smallest sample sizes for most population sizes. 

The developed equations were valid to be used for sampling.  
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Table-1. Sample size as calculated by proportion, finite population correction for proportion, 

natural logarithmic and normal logarithmic equation at α = 0.05 

N S.P. Eq. F. P.C.P Eq. LN Eq. LOG Eq. 

10 10 10 10 4 

20 19 19 20 8 
30 28 27 29 13 

40 36 35 38 17 

50 44 42 47 20 

60 52 48 56 24 

70 60 55 65 28 

80 67 61 73 32 

90 73 66 81 35 

100 80 71 89 39 

150 109 93 127 55 

200 133 111 162 70 

250 154 124 194 84 

300 171 135 224 97 

350 187 145 251 109 

400 200 153 277 120 

450 212 159 302 131 

500 222 165 324 141 

750 261 185 422 183 

1000 286 198 501 218 
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10000 385 240 1303 566 

100000 398 245 2210 960 

S.P. Eq.: Sample proportion equation, F. P.C.P Eq.: finite population correction for proportion equation, LN Eq.: natural 

logarithmic equation LOG Eq.: normal logarithmic equation 

 

Table-2. Sample size as calculated by proportion, finite population correction for proportion, 

natural logarithmic and normal logarithmic equation at α = 0.01 

N S.P. Eq. F. P.C.P Eq. LN Eq. LOG Eq. 
10 10 10 10 4 
20 20 20 20 9 
30 30 30 30 13 

40 40 40 40 17 
50 50 50 50 22 
60 60 60 60 26 
70 70 70 70 30 
80 79 79 80 35 
90 89 89 90 39 
100 99 99 100 43 
150 148 148 149 65 
200 196 196 198 86 
250 244 244 247 107 
300 291 292 296 128 

350 338 339 344 149 
400 385 386 392 170 
450 431 432 440 191 
500 476 478 488 212 
750 698 701 723 314 
1000 909 914 953 414 
10000 5000 5158 6931 3010 
100000 9091 9625 23979 10414 

S.P. Eq.: Sample proportion equation, F. P.C.P Eq.: finite population correction for proportion equation, LN Eq.: natural 

logarithmic equation LOG Eq.: normal logarithmic equation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Sample size by different equatioms at 0.05 level of 

significance
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fig.2 Sample size by different equations at 0.01 level of significance
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