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This paper examines the methods of increasing software efficiency based on soft 
computing technology by analyzing the benefits and challenges of the components used 
in software development. The functions and features of machine learning, comprising 
neural networks, perceptron, support vector machines, and fuzzy logic are highlighted 
and explained, along with those of evolutionary computation (e.g., evolutionary and 
genetic algorithms) and probability. Recommendations are presented in conclusion.  
 

Contribution/Originality: This paper is one of only a few to investigate and analyze the problems of soft 

computing technologies. By reviewing the utilization of new estimation methodologies, it contributes to the 

existing literature and comparative analyses.  

 

1. INTRODUCTION 

Computers affect all processes in society, including research and economics, generally enabling development in 

different areas and changing the way people work. Perceptions of new technologies and their application can lead to 

the development of new systems and software; software is a set of computer programs and related documentation. 

Programming technology refers to the tools used in the process from the creative idea to software 

development, and software development technologies are based on the technical tools and modern automated 

methods used during their lifetime. Technical tools are also included in the software system, which, together with 

the hardware system, constitutes the systems environment. However, the high cost of the necessary technologies 

increases the price of software products. 

Different technologies and methods are used when developing high-quality software systems, one of which is 

soft computing. The concept of soft calculations was introduced by Lotfi Zadeh in 1994, to solve the general class of 

problems using approximation methods that tolerate partial and imprecise data and are intended for those issues 

beyond solution, such as biology, medicine, management, and computer science [1]. Figure 1 illustrates the 

components of soft computing [2, 3]. This paper explores the utilization, benefits, and challenges of soft computing 

technologies for software development, a brief description of which is provided. 
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2. ANALYSIS OF AND PROBLEMS WITH SOFT COMPUTING TECHNOLOGIES 

2.1. Machine Learning 

Machine learning refers to a subset of artificial intelligence methods that are applied for a direct solution of 

issues based on patterns and inferences, using ―training data‖ to resolve similar problems. The optimization of 

mathematical statistics, probability theory, graph theory, and other tools are all employed to develop these 

methods. 

The concept of "machine learning" was first used in 1959 by American scholar Arthur Samuel (1901–1990), 

one of the pioneers in the field of artificial intelligence and computer gaming [4, 5]. 

 

 
Figure-1. Soft computing components. 

 

Two types of training data are used in this field: 

Induction: A method whereby general conclusions are drawn from specific facts or particular coincidences. 

Deduction: A term of Latin origin meaning an acquisition, production, or extraction, and one of the key methods 

for making judgments in research. Unlike induction, this method draws specific logical conclusions from any 

general idea or proposes a suggestion. The components of machine learning are listed in Figure 1, the first of which 

is neural networks. 

 

2.1.1. Neural Networks 

Artificial neural networks include blended computing systems with biological neural networks comparable to 

the brain of living beings. These systems "learn" to solve the problem in accordance with the examples provided, 

but without applying any rules to specific problems. For example, they can learn to recognize a rabbit by analyzing 

a range of images, without any further detailed information such as the facts that they have fur, tails, whiskers, and 

a face. Automatically processing and generating the characteristics from the learning material, they manually 

record it as "rabbit" or "no rabbit." [6, 7]. 

 

2.1.2. Perceptron 

Perceptron (Latin: perceptio: German: perzeptron) is a computer model for brain-capture (i.e., a cybernetic model 

of the human brain) proposed by American psychologist Frank Rosenblatt in 1957. It was first realized as an 

electronic machine in 1960: the Mark 1 Perceptron was one of the first models of the peripheral neural network and 

the first neurocomputer [8]. 
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Perceptron consists of three types of elements and transmits the signals coming from the regulators to the 

associative elements and then to subsequent reactionary elements; thus, perceptron enables the generation of a set 

of "associations" from the necessary reactions of the output to the input stimulus. In modern terminology, 

perceptron can be classified as an artificial neural network owing to: 

1. the hidden layer; 

2. threshold transmission functions; 

3. the direct spread of the signal. 

 

2.1.3. Support Vector Machines 

Support vector machines are supervised learning models with a set of learning algorithms for classification and 

regression analysis (a statistical method for studying the effects of one or more independent variables, or regressors, 

on the dependent variable, or criterion) [9, 10]. Classification refers to linear classifiers, and can also be seen as a 

special case of Tikhonov regularization. The main feature of the support vector machine method is minimizing the 

empirical classification error at the same time as maximizing the margin (prediction interval); therefore, it is also 

known as the maximal margin classifier (interval adjustment method). The equations and formulas are empirical 

(Greek: empeiria): they are based on experience rather than theory. 

 

2.1.4. Fuzzy Logic 

Fuzzy Logic is a type of polysemantic logic: the correct value of the variables can be any real value in the range 

[0,1]. It is partly used to process the concept of reality in which the correct value can be absolutely true and totally 

incorrect [0,1]. In contrast, the actual value of the variables in Bull logic can be either 0 or 1, being only integers 

[11-13]. 

The term ―fuzzy logic‖ was coined by Lotfi Zadeh when he introduced his fuzzy set theory in 1965; however, 

such logic had been studied since the 1920s, especially by Łukasievic and Tarski. It is applied in a range of areas, 

from artificial intelligence to management theory. 

The concept of fuzzy sets is a generalization of the concept of sets based on elements estimation and in 1965, 

was proven by Lofti Zadeh to be a natural generalization of fuzzy logic. Hence, an object can either be or not be an 

element of a specific set or be a partial element of a fuzzy set. 

 

2.2. Evolutionary Computation 

In computer science, evolutionary computation refers to algorithms required for global optimization, based on 

biological evolution, and the artificial intelligence and soft computing that analyze those algorithms. It is a trial-

and-error method for solving technical metaheuristic or stochastic (probability) optimization problems [14]. 

Evolutionary computation generates the first set of possible solutions and then produces iterative updates by 

the stochastic deletion of less desirable solutions and introduction of random minor changes. In a biological sense, 

each population of solutions is exposed to either natural or artificial selection and mutation [15]. 

These methods can be used to produce highly optimized solutions for a broad spectrum of problems, which may 

comprise numerous options for data structures. Evolutionary computation is sometimes used as an experimental 

procedure in evolutionary biology as well, to study the common aspects of general evolutionary processes. 

 

2.2.1. Evolutionary Algorithms 

Evolutionary algorithms (EA) are a subset of evolutionary computation in the field of artificial intelligence. As 

biological evolutionary mechanisms, such as reproduction, mutation, recombination, selection, are applied and 

reapplied, the population of solutions evolve [16]. 
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EA is ideal for approximating the solutions for all types of problems, as no assumptions are made about the 

constituents. When applied to biological evolution modeling, these algorithms are often restricted to 

microevolution studies and planning models based on cell processes. In many real-world situations, the complexity 

of computation, due to assessment by the fitness function, hinders development; however, fitness approximation is 

one solution to this difficulty. It thus seems that simple EA can resolve complex problems quite quickly [17]. 

 

2.2.2. Genetic Algorithms 

Genetic algorithms (GA) in the field of computer science and operations research are metaheuristic, arising 

from natural selection As a class, the largest of the evolutionary algorithms, they are often used to generate high-

quality solutions to optimization and search problems [18, 19]. 

 

2.2.3. Differential Evolution 

Differential evolution (DE) is a method in evolutionary computations that optimizes problems by finding an 

approximate solution and improving it in accordance with specific quality indicators. Such a method is 

metaheuristic: no assumptions are made about the issues being optimized and the largest areas of possible solutions 

are probed; however, there is no guarantee that an optimal solution will ever be found. 

DE is used with multidimensional functions, but does not use the gradient of the optimized problem, as in 

classic optimization methods [20]. 

 

2.2.4. Metaheuristic and Swarm Intelligence 

Metaheuristic is a procedure to find, generate, or select a heuristic (partial search algorithm) in the field of 

computer science and mathematical optimization [21, 22]. Metaheuristics select solutions from a set that is too 

large to be completely sampled. Several solutions may be available for the optimized problem being solved, and so 

metaheuristics can be used to resolve various issues [23]. 

However, compared with optimization algorithms and iterative methods, metaheuristics is no guarantee that a 

global optimal solution can be found for some classes of issues [23, 24]. 

Swarm intelligence refers to the collective behavior of decentralized, self-organized natural or artificial 

systems. The term was introduced in 1989 by Gerardo Beni and Jing Wang, in the context of automated cell 

systems [25]. 

 

2.2.5. Ant Colony Optimization 

Soft computing technology focuses on resolving management issues, using a set of tools that include fuzzy 

neural networks, genetic algorithms, and evolution modeling (e.g., immune algorithms and intelligent algorithms 

based on the behavioral reactions of animal groups, birds, ants, and bees). Different soft computing methods 

complement each other and are often used in combination [26, 27]. 

Ant colony optimization (ACO) is an effective polynomial algorithm for finding solutions to both the ―traveling 

salesman problem‖ (TSP) and problems with analogical path searches in graph theory. The essence of this approach 

is its analysis and use of an ant behavioral model, which searches for paths between the colony and food source and 

represents metaheuristic optimization. The first version, aimed at finding the optimal path in a graph, was proposed 

by Dr. Marko Dorigo in 1992. 

 

2.2.6. Particle Swarm Optimization  

Particle Swarm Optimization (PSO) does not require the exact gradient of the optimized problem to be known. 

Kennedy, Eberhart, and Shi demonstrated that PSO imitated social behavior, while its later simplification was 

found to perform optimization [28, 29]. Kennedy [30] described many philosophical aspects of PSO and swarm 
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intelligence, and the former then continued to be extensively studied by Eberhart, et al. [31]. PSO first optimizes 

the problem, then takes possible solutions, called ―particles,‖ and moves them around the solutions area according to 

a simple formula. 

 

2.2.7. Expert Systems 

An expert system is a computer system that emulates the decision-making of human experts and is designed to 

resolve complex issues by using a knowledge base and if–then rules [32]. These systems were first developed in the 

1970s and became widespread in the 1980s [33]. Although being particularly successful in the field of artificial 

intelligence, some specialists note that expert systems are not part of true artificial intelligence [33-35]. 

 

2.3. Ideas about Probability 

To use probability models properly to determine mathematical thinking, they need to be updated. Their 

components are derived from standard mathematical models and decisions; however, it is necessary to identify in 

which relationships, sometimes by their context, probability thinking can be distinguished. In some cases, though, 

the criteria may not be at all probable [36]. 

 

2.3.1. Bayesian Network 

A Bayesian network—also known as a decision network or Bayesian model—is a probabilistic graphical model 

in which a graph represents the conditional dependencies between random variables. For example, a Bayesian 

network may represent the possible relationship between diseases and symptoms, so that given the symptoms, the 

probability of suffering a range of diseases may be estimated [37]. 

Using the abovementioned soft computing components, scientists resolve various intellectual issues. Some 

examples of soft computing software used to find solutions are provided in the next section. 

 

3. MACHINE LEARNING SOFTWARE 

Khomh, et al. [38] studied industrial software systems based on machine learning models, reviewing the 

testing and application of those systems. 

Organizations try to secure the expected functionality and quality of such systems within the intended time 

frame and budget. Despite numerous advanced techniques to evaluate these efforts, performing the evaluations and 

re-evaluations lead to project deficits and significant losses for the organizations. 

Consequently, Rijwani and Jain [39] offered a machine learning-based approach to calculate the optimum effort 

and level of confidence. For given variables, a genetically trained neural network evaluated the optimum effort 

required, while the confidence level was determined through fuzzy logic to indicate the point at which the predicted 

effort would not exceed the limit. 

Appelt, et al. [40] focused on the Microsoft Windows firewall as an important safeguard in online software 

system maintenance. Due to the constant creation of new types of external attack and their increasing complexity, 

firewalls should be regularly updated and tested to prevent malevolent access. This study reviewed testing against 

SQL injection attacks and proposed adaptions to the general principles and strategies for other contexts. The result 

was ML-Driven, based on machine learning and an evolutionary algorithm that first detected those SQL injection 

attacks bypassing the firewall and then identified and learned their patterns to prevent further access. 

The software development life cycle (SDLC) comprises a range of activities that result in a software product: 

specification, design, implementation, testing, modification, and maintenance. In addition, other supporting 

activities are employed, such as configuration and change management, quality assurance, project management, and 

user experience evaluation. The infrastructure that supports all these activities is the software warehouse, which 

comprises several systems, including management, error tracking, code change, code checking, setup, binary files, 
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wikis, and forums. Guemes-Pena, et al. [41] provided an overview of research and discussion on intelligent 

database software over the decade up to 2018 and identified future challenges in upgrading machine learning 

strategies, existing business topics, and organizational decision-making systems. 

Systems analysts often use software fault prediction models in the design stage of SDLC to identify modules 

vulnerable to failures and predict those that may be fault-prone based on their size. Some researchers [42] have 

studied the effectiveness of models employing machine learning methods and demonstrated that cost–benefit 

prediction models perform best at the low (47.28%), median (39.24%), and high (25.72%) thresholds. They also 

reviewed the nine feature selection methods that proved the best in removing redundant metrics and predicting 

faults. 

Web applications are crucial to the software industry and are constantly evolving to satisfy new criteria and 

functions. Although quality is assured through testing, defects prevent further development. As defects, which can 

be caused by a number of factors, are extremely expensive to minimize, it is important to detect any faults at an 

early stage of development by applying a prediction model to identify potential failures in web applications. 

Malhotra and Sharma [43] thus compared 14 machine learning methods to reveal the relationship between object-

oriented metrics and error predictions within these applications, using different editions of Apache Click and 

Apache Rave data sets. 

Since the late 20th century, considerable research has been undertaken on the application of machine learning 

algorithms to overcome the deficiencies in traditional and parametric estimation methods, increase the success of 

software projects, and conform to modern project development and management practices. However, due to 

inconclusive results and ill-defined models, there has been no implementation. One study [44] thus offered 

practical, effective approaches to narrow this theory/practice divide through the latest research findings and 

organizational best practice.  

One component of machine learning is neural networks [45] for which Figure 2 [46] shows the best 20 

software products, and Figure 3 the ratings of those in most common use in 2018. 

 

 
Figure-2. The best 20 neural network software products. 
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Figure-3. Ratings of neural network software in most common use in 2018. 

 

Figure 4 refers to perceptron software technologies [47]. 

 

 
Figure-4. Perceptron software technologies. 

 

1. Vector is the basis of perceptron’s measurement techniques, providing calculation and visualization tools to 

convert sensor data into actionable information. The user interface module is designed to meet the specific 

needs of each user profile, from production to project management, enabling users to access important data 

quickly and directly through interlinking modules. 

2. Argus is an advanced analysis program that advances perceptron’s measurement tools beyond traditional 

historical reporting. Argus Detector runs in the background constantly analyzing data for suspicious 

patterns. When an upgrade becomes possible, Argus Identifier notifies the user about potential "case 

studies." 

3. TouchDMIS is a 100% touch user interface (TUI) for the TouchCAD fast programming module, and is 

innovative in being the first TUI computerized maintenance management (CMM) software. The interface 

integrates seamlessly with both manual and DCC COORD3 touch and scanning probes, requiring just a 

few hours’ training and offering extremely short learning curves. 
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The main feature of the support vector machine method is minimizing the empirical classification error at the 

same time as maximizing the margin (prediction interval); therefore, the method is also known as the maximal 

margin classifier (interval adjustment method). Its main purpose is to transfer vectors to a high-dimensional feature 

space, in which a hyperplane is created to divide the positive and negative vectors with the maximal margin in-

between the nearest positive and negative (i.e., support) vectors to that hyperplane. Thus, the algorithm works on 

the assumption that the larger the interval between the support vectors, the smaller the average error of the 

classifier [47]. 

Determining a reliable method of forecasting failures is a prerequisite for building an effective fault prediction 

model, which depends on the characteristics of the fault data sets collected from earlier or similar software. Rathore 

and Kuma [48] therefore compared and evaluated fault prediction methods, and then recommended a system with 

which to select the most appropriate [48]. 

IT project managers are responsible for the schedule, evaluation, utilization, and monitoring of a project 

throughout its life cycle. However, as selecting the methodology is heuristic and the efficiency of the system under 

development is unpredictable, a projected productivity model (PPM) can help predict the factors required to achieve 

the targets set for the process. This, in turn, can help organizations and projects control those factors that will 

ensure the expected results are achieved. For a well-defined project, a PPM can determine the relationship between 

different variables, enabling performance to be predicted and solutions to problems implemented. This approach, 

however, has not been widely applied to real-world projects, but was implemented by an Indian IT company. 

Sharma, et al. investigated different mathematical models based on the IT sector’s data and built PPMs based on 

Bayesian and fuzzy logic, presenting two such models as confirmation. It is expected that building PPMs will 

become a necessity for high maturity IT organizations in future [49]. 

There is a rising demand for reliable critical software systems; it is considered a key quality factor. Reliability 

depends on various factors, so it is important to evaluate it actively and effectively. Reliability models should be 

based on the important factors and are best evaluated using soft computing methods, such as fuzzy logic. Fuzzy 

logic can identify a specific solution for imprecise multiple factors by converting vague information into the best 

evaluation model. As the selection of a critical software system can be challenging, Dubey, et al. took four factors 

into account to evaluate reliability, the results of which they verified using defuzzification. They thus proposed a 

model that was effective for applications [50]. 

Given the increase in software cost optimization, processing the uncertainty in software cost estimation is now 

vital for modern organizations. Kaushik, et al. [51] introduced a new technique for software cost optimization, 

CUCKOO_FIS, which combines two optimization methods: CUCKOO, a swarm intelligence-based metaheuristic 

algorithm, and Fuzzy Inference System (FIS), based on fuzzy logic mathematics. As software cost estimation is an 

―approximation‖ of not only the cost but also the effort involved in a software project, this new technique was 

applied to the software cost estimation model for effort optimization and was successfully evaluated using tera-

PROMISE data sets. Using swarm intelligence and fuzzy sets that work with non-algorithmic methods, this 

software cost estimation model proved more accurate than earlier models. 

 Alostad, et al. [52] used fuzzy logic concepts to build a fuzzy-based model for improving effort estimation 

within the Scrum framework, where the team completes it work by dividing it into a series of sprints. Several 

factors significantly affect the effort estimation of each task in a sprint: the team’s experience, the task’s complexity, 

its size, and the estimation accuracy, which are often, presented using linguistic quantifiers. Figure 5 illustrates the 

three components within the proposed model, which was developed using MATLAB. 
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Figure-5. Effort estimation model for the Scrum framework. 

 

The model also takes into account the feedback from a comparison between the estimated and actual efforts.  

Risk identification and assessment are important activities in software project management but are complex 

processes, especially for new software organizations with few resources. Therefore, research undertaken by 

Vahidnia, et al. [53] proposed a method and prototype tool to assist software developers with risk assessment. 

First, they determined the risks associated with software projects, and then surveyed 86 practitioners in small 

organizations for their opinions, based on past projects, on the probability and impact of each risk factor. This 

―default‖ data was employed to develop the prototype tool, which, as it is used and collects additional data, will 

improve in accuracy for risk prediction and resolution. The methodology proved partially successful in predicting 

risks and estimating the probability of predetermined failures. 

 

4. CONCLUSION 

Today, computerization and data require high-quality software and tools. As such, substantial implementation 

of specific technologies is needed for quality assurance, reliability, speed, conformity to certain capabilities, and 

integrity of documentation, expansion capabilities, development, and so forth. 

Therefore, this paper examined the methods for increasing software efficiency 25(effectiveness, productivity, 

flexibility, etc.) based on soft computing technologies and provided a broad overview of some of those methods. 

Consequently, it is highly probable that these technologies will expedite the use of software products and 

significantly reduce their cost. Moreover, it is believed that soft computing technologies will be further improved 

and more widely adopted in future. 
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