ADAPTIVE BEAMFORMING MODEL FOR 5G HIGH SPEED NETWORKS USING MILLIMETER WAVE COMMUNICATION IN UPLINK
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ABSTRACT

Future generation cellular communications will require increased data rates and transmission using millimeter waves (MMWs), which are an emerging concept to meet this need. The MMW frequencies offer the potential for orders of magnitude capacity improvements. However, MMW network connections are more susceptible to blocking, and they suffer from rapid quality differential. The major limitation of offering multi-connectivity in MMWs is the necessity of tracking the direction of every link with its suitable timing and power. Beamforming enables wireless communications, even with higher frequency bands such as the MMW frequency band. The main purpose of this article is to develop an adaptive beamforming approach for 5G millimeter-wave networks. MMW communication efficiency is improved by enhancing the narrowband weights of adaptive beamforming. Here, the Shark Smell Optimization (SSO) and Bird Swarm Algorithm (BSA) are combined to improve the weight update approach of the new Salp-Bird Swarm Optimization (S-BSO) to achieve adaptiveness in beamforming. To demonstrate the effectiveness of the suggested Salp-Bird Swarm Optimization (S-BSO), an experimental comparison is carried out with the current models.
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Contribution/Originality: A novel Salp-Bird Swarm Optimization (S-BSO) algorithm has been developed in this study to improve the bit error rate to enhance the efficiency of the adaptive beamforming algorithm.

1. INTRODUCTION

The key approaches for reaching a high 10 Gbit/s data rate are widely used in millimeter wave (MMW) communication. The MMW communication field has seen an increase in research activity in recent years [17]. In these studies, numerous MMW bands are utilized [22]. MMW bands, which typically range from 30 to 300 GHz and have a large amount of spectrum available to them, are the most significant and have drawn the attention of researchers because they offer the possibility of high Gbps data transfer rates to support seamless connectivity and low expectancy wireless facilities [3]. MMW communications might be different from standard microwave bands due to propagation properties [4]. Ecological factors, including rain, water vapor, and oxygen molecules, have a negative impact on MMW signal propagations and cause severe signal loss [5].

The penetration losses brought on by obstructions such as tress and structures can be more severe for low frequency signals and can even affect the MMW frequency compared to low frequency signals [6]. These obstructions may cause radically different route loss for propagation [7]. For the system analysis to guarantee the MMW networks' correctness and performance, certain elements and special characteristics are necessary [8]. Baseband is where all signal processing is done by one radio frequency (RF) circuit per antenna and is very complex and power-consuming.
to implement. In the study by Giordani, et al. [9], low-resolution analog-to-digital converters (ADCs) and hybrid beamforming (HBF) are two methods that address these issues and require less RF circuitry [10]. In contrast to full digital beamforming, hybrid beamforming separates the “baseband digital precoding and the analogue beamforming” created at the RF field into two distinct parts [11]. Therefore, beamforming has to be aware of the specifics of the arbitrary wireless channel. The sparsity of the MMW channel has recently been used to solve the issue of channel estimation in MMW systems using a variety of methods [12]. A beamforming codebook design for a phased array antenna was used to create a hybrid structure Alkhateeb, et al. [13].

An orthogonal matching pursuit (OMP) approach was also used to obtain a specific estimate of the reference beamforming vector in good agreement with the hybrid structure [14].

A hybrid construction with a phased array antenna requires a greater number of RF chains in order to realize reliable estimations of the reference beamforming vector.

For a single chain RF antenna, the subarray beamforming scheme is performed [15]. To ensure that the proposed exposure zone and the real region of the 3D beamforming have no discernible differences, a sub-array-based beamforming framework has been devised [16].

2. SYSTEM MODEL AND BEAMFORMING IN MILLIMETER WAVE COMMUNICATION SYSTEM

Figure 1 contains a diagrammatic depiction of a point-to-point narrowband MMW communication system where data streams $M_d$ are forwarded and gathered through receiver antennas $M_q$ and transmit antennas $M_t$, respectively. Here, both receiver and transmitter are equipped with RF chains $M_{RF}$, in which $(M_q, M_t) = M_{RF}$. A symbol vector $M_d \times 1$ is indicated by $d$ through $Er\{dd^H\} = Ir_{M_d}$ precoded into $M_{RF} \times M_d$, a digital beamforming matrix $M_{RF} \times M_d$, and then precoded into an analog beamforming matrix developed through phase shifters in the analog circuitry. Based on the baseband representation, the transmit antenna array computes the precoded signal vector. Given as $v = S_{RF}S_{BC}d$, the fixed normalized transmit power restriction is $tr(S_{RF}S_{BC}S_{RF}^H) \leq 1$ without loss of generality.

In Treichler and Agee [17], a geometry-based channel model is used to characterize the MMW propagation channel with rays $M_{KS}$ and clusters $M_{CS}$. Equation 1 presents the channel matrix $H$, which is computed by using the MMW system with the transmitter and the receiver through a half-wave spaced uniform linear array.

$$H = \sqrt{\frac{M_t M_{th}}{M_{CS} M_{RS}}} \sum_{i=1}^{M_t} \sum_{j=1}^{M_{th}} \beta_{ij} \zeta_{ij}(\theta_{ij}^\theta) \zeta_{ij}(\theta_{ij}^\phi)^H$$

Equations 2 and 3 argue the angles of departure and arrival, represented as $\theta_{ij}^\theta$ and $\theta_{ij}^\phi$, respectively. The responses of the transmitter and receiver antenna arrays to the $i^{th}$ cluster in the $j^{th}$ ray are described and the complex gains of the $i^{th}$ cluster in the $j^{th}$ ray are referred to as $\beta_{ij}$.

$$\zeta_{ij}(\theta_{ij}^\theta) = \frac{1}{\sqrt{M_{th}}} \left[ e^{j \sin(\theta_{ij}^\theta)} \cdots e^{j \sin((M_{th}-1)\sin(\theta_{ij}^\theta))} \right]$$

$$\zeta_{ij}(\theta_{ij}^\phi) = \frac{1}{\sqrt{M_t}} \left[ e^{j \sin(\theta_{ij}^\phi)} \cdots e^{j \sin((M_t-1)\sin(\theta_{ij}^\phi))} \right]$$

In the final stage, the processed signal is calculated taking hybrid analog and digital beamforming into account at the receiver $M_{RF} \times M_t$, an analog combiner $Q_{RF}$, with the $M_{RF} \times M_d$ digital base band combiner $Q_{BC}$ as formulated in Equation 4.
In Equation 4, the additive noise vector is given as $nv$ at receive antennas $M_e$, where $nv \sim \mathcal{O}(0, \sigma^2 I_{M_e})$, and the covariance matrix is termed as $\sigma^2 I_{M_e}$.

Assume you have a uniform linear array with sensor components spaced about half the wavelength of the received signal. This representation describes the angle of the received signal as determined by the antenna's line of sight. Equation 5 presents the output signal of the narrowband adaptive beamformer.

$$x_k = w^H Y_k$$

The time index is referred to as $w = [w_1, \ldots, w_M]^T \in CV^M$, the array observation vector is represented as $Y_k = [y_1, \ldots, y_M]^T \in CV^M$, $(\cdot)^H$ and $(\cdot)^T$ are used to represent the transposition and the Hermitian transpose, respectively. Additionally, Equation 6 formulates the complex vector of array observation $Y_k$.

$$Y_k = y_{sd} + y_i + ns$$

Interference, intended signal, and array noise are referred to as $y_i$, $y_{sd}$, and $ns$ in Equation 6. Equation 7 is used to provide the desired signal for narrowband.

$$y_{sd} = SD_1 \alpha$$

Terms $SD_1$ and $\alpha$ denote the desired signal and the intended signal waveform, respectively.

### 3. LITERATURE SURVEY

Table 1 describes the methodology that has been adopted by various authors and the techniques they have followed in the implementation of their work, and some challenges are also identified.

<table>
<thead>
<tr>
<th>Author [Citation]</th>
<th>Methodology</th>
<th>Features</th>
<th>Challenges</th>
</tr>
</thead>
</table>
| Liu and Bentley [18] | Beam tracking | • It improves the performance of a cellular network.  
• It develops an energy efficient network. | • This model is not applicable for designing control applications. |
| Muhammad, et al. [19] | FPC (fractional power control) | • It enhances performance.  
• The probability of the SINR (signal-to-interference-and-noise-ratio) coverage is improved. | • This model is restricted due to the use of open and closed loops. |
4. EXISTING 5G MILLIMETER WAVE COMMUNICATION SYSTEM

A. Constant Modulus Algorithm (CMA) Adaptive Beamformer

CMA is utilized for radio signal blind separation and equalization but its drawbacks is a poor convergence rate. Weights are updated in Treichler and Agee [17], as given in Equation 8.

\[
\mathbf{w}_{k+1} = \mathbf{w}_k - 2\mu \cdot \varepsilon \cdot Y_k
\]  
(8)

\(\mu\) represents the step size, and \(\varepsilon\) is the error signal or mean square error (MSE), which is stated as:

\[
\varepsilon = MSE = \left( x_k - \frac{X_k}{|X_k|} \right)
\]  
(9)

The array output of the CMS is MSE because it distinguishes between the desired signal and the input signal.

\[
X_{k(CMA)} = Y_k^T w_k = w_k^H Y_k
\]  
(10)

The weakness in the CMA is fixed by LS-CMS to accelerate the convergence time.

B. LS-CMS (Least Squares Constant Modulus Algorithm) Adaptive Beamformer

The weight update equation is formulated in Agee [26] based on the offset vector, as per Equation 11:

\[
\mathbf{z} = \left[ \hat{G}_w G_w^H \right]^{-1} \hat{G}_w \phi
\]  
(11)

The data sample of one block is indicated by \(K\), the complex Jacobian \(\phi\) is shown as \(\hat{G}_w\), and the data sample error is shown as \(\phi = [\phi_1, \cdots, \phi_K]^T\), as stated in Equation 12.

\[
\hat{G}_w = \left[ \sqrt{\hat{G}_1}, \cdots, \hat{G}_K \right]
\]  
(12)

Finally, the LS-CMS weight update is displayed as:

\[
\mathbf{w}_{k+1} = \mathbf{w}_k - \mathbf{z} = \mathbf{w}_k - \left[ \hat{G}_w G_w^H \right]^{-1} \hat{G}_w \phi
\]  
(13)
The aim of this upgrade is to increase the convergence rate.

5. PROPOSED ADAPTIVE BEAMFORMING Technique

In order to outperform the currently available beamforming algorithms, a novel S-BSO algorithm is developed. The convergence rate is the main issue in the adaptive beamforming strategy in millimeter-wave communication systems. By decreasing the bit error rate in millimeter-wave communication systems, improvement in convergence rate is observed. The proposed S-BSO method is used in Equation 5 to optimize the weight w, whose bounding limit is between -50% and 50%. The previous weight w_k by the recommended S-BSO technique is expressed, and a fresh weight w_{k+1} is updated, as stated in Equation 14, by taking into consideration the response solution, indicated by the change in percentage, where the solution's length falls within the range of 1×length of the primary weight.

\[
w_{k+1} = w_k + \left( w_k \times \frac{sol}{100} \right)
\]  

(14)

A. Novel Salp-Bird Swarm Optimization

In order to improve the performance of millimeter wave communication, an innovative S-BSO approach is suggested for maximizing the weight of adaptive beamforming. The gains from BSA [27] and SSO [28] served as inspiration for this new method. The created approach takes into account the following scenario: if \( E_1 < 0.5 \) SSO is used to update the solution, otherwise BSA updating is used.

Algorithm start-up: When the shark detects the odor, the search procedure is started. The shark initially notices the milder odor, which is depicted as:

\[
[ w^1_j, w^2_j, \ldots, w^{NP}_j ]
\]

(15)

Each solution marks an odor particle that represents a possible location of the shark in the early stages of the search. Here, \( NP \) represents the population's size, \( w^j_j \) is the \( j^{th} \) starting location vector, where \( j = 1, 2, \ldots, NP \), and the solution is initially given by Equation 16.

\[
w^j_j = [ w^1_{j,1}, w^2_{j,2}, \ldots, w^{NP}_{j, NP} ]
\]

(16)

In the abovementioned equation, the \( j^{th} \) shark location at the \( i^{th} \) measurement is termed by \( w^i_{j, 1} \), and the \( i^{th} \) decision variable of the \( j^{th} \) individual is given by \( w^j_j \), in which \( i = 1, 2, \ldots, Dv \), and \( Dv \) reveals how many choice variables there are in the optimization issues. Through an objective function in the SSO that takes into account the strength of the odor at each point, the proximity to the prey is calculated. When the objective function, which determines the most ideal candidate solution for prey, has a greater value, a stronger odor is detected.

Shark's movement toward its prey: Because velocity is important for getting there, it is calculated at every location. Equation 17 computes the initial velocity vector using the location vectors.

\[
[ Vc^1_j, Vc^2_j, \ldots, Vc^{NP}_j ]
\]

(17)

The elements of the velocity vectors in each dimension are represented as:

\[
Vc^i_j = [ v^1_{i,1}, v^2_{i,2}, \ldots, v^{NP}_{i, NP} ]
\]

(18)

Odor particles help to predict the shark's progress toward its meal. When the odor concentration rises, the shark's speed increases since it is represented using a gradient-based objective function that determines the direction in which the highest rate occurs.
\[ Vc_j^k = \xi_k \cdot r \cdot \nabla OBJ \mid_{\Delta t_k} \] (19)

The SSO's function is shown by \( OBJ \), \( \xi_k \) a value within the range of \([0,1]\) [18] and \( r \) represents the random value between \([0,1]\) the shark's speed is represented as \( Vc_j^k \), where \( k = 1,2,\ldots, k_{max} \) and \( k_{max} \) depicts the shark's forward motion, which may be separated into stages, with the stages being denoted by \( k \) and \( \nabla OBJ \) depicting SSO's gradient.

When moving forward, the shark's location is denoted by \( Pw_j^k+1 \), which is calculated from the previous position and velocity, and is written as:

\[ Pw_j^{k+1} = w_j^k + Vc_j^k \cdot \Delta t_k \] (20)

For the sake of simplicity, the time interval of stage \( k \) is treated in Equation 20 as \( \Delta t_k \), with \( \Delta t_k = 1 \) at all stages. At each level, the shark conducts a local search to find the best possible solution, as indicated by Equation 21.

\[ Ys_j^{k+1,u} = Pw_j^{k+1} + m \cdot Pw_j^k \] (21)

Here, term \( U \) denotes the quantity of points when the random variable \( u = 1,2,\ldots, U \) with an equal distribution identified as \( m \) in the area \( Pw_j^{k+1} \) \([-1,1]^2\), which is the native search \( U \) as a near point. These points are combined to create a closed loop that corresponds to the shark's rotational motion. When the shark detects a greater odor, it turns toward the spot in accordance with the rotational movement described by Equation 22.

\[ w_j^{k+1} = \arg \max \{ f(Pw_j^{k+1}), ob(Y_j^{k+1}), \ldots, ob(Y_j^{k+1+U}) \} \] (22)

The positions of the shark are determined from the aforesaid equation as \( Pw_j^{k+1} \) positions attained by forward motion, known as \( Ys_j^{k+1+U} \), and until \( k \) attains \( k_{max} \), the succession of forward and rotating motions continues. Ultimately, the ideal person is chosen as the SSO solution.

Additionally, the SSO update is done when \( E_j \geq 0.5 \) in the S-BSO algorithm. To obtain food and improve survivability, the BSA uses bird behavior and social interactions, such as gathering behavior, vigilance behavior, and flight behavior. Assuming the virtual location of the swarm's number of birds is \( NP \), \( w_j^i = (w_j^{1,i}, w_j^{2,i}, \ldots, w_j^{j,i}) \) at time \( i \) for the \( j^{th} \) bird, \( j \in [1,2,\ldots, NP] \), and \( i \in [1,2,\ldots, j] \).

Hunting behavior: In individual and group experiences, each bird's foraging technique will determine how they go about finding food.

\[ w_j^{i+1,m} = w_j^{i,m} + (a_{j,m} - w_j^{i,m}) \times E \times r n(0.1) 
+ (b_{m} - w_j^{i,m}) \times C \times r n(0.1) \] (23)

Here, the letters \( E \) and \( C \) are numbers that represent the “social coefficients” and the “cognitive coefficients”, respectively. The finest historical location for a bird is defined as \( C = 1, a_{j,m} \), which is shared by the entire swarm at coordinate \( j^{th} \) fowl at the \( m^{th} \) coordinate, the uniformly distributed numbers are referred to as \( m(0,1) \), being in the bounding range of 0 and 1.
Behavior of alertness: The birds can approach the center of the swarm, and as a result, the motions of the birds are expressed in Equation 24.

\[
w^{i+1}_{j,m} = w^{i}_{j,m} + F_i \left( \text{mean}_m - w^{i}_{j,m} \right) \times \text{rand}(0,1) + F_j \left( w^{i}_{j,m} - w^{i}_0 \right) \times \text{rand}(-1,1)
\]

(24)

\[
F_i = f_1 \times \exp \left( - \frac{\text{afit}_i}{S\text{fit} + \epsilon} \times NP \right)
\]

(25)

\[
F_j = \alpha_2 \times \exp \left[ \frac{\text{afit}_j - \text{afit}_x + \epsilon}{\text{afit}_j - \text{afit}_i + \epsilon} \times S\text{fit} + \epsilon \times NP \right]
\]

(26)

The mean location of the entire group at \( m^{th} \) coordinate is known as \( \text{mean}_m \) and an integer is defined as \( x \) in the array of \([1, NP]\). The fitness cost for the finest historical location of the bird represents the totality of \( \text{afit}_j \), \( f_1 \) and \( f_2 \) are the factors in the range used by Muhammad, et al. [19], and \( x \neq j \) with \( \epsilon \) added to the above equation to prevent a zero division error.

Flight pattern: The positions of producers and scroungers, two different bird species that make up a swarm population, are updated in Equations 27 and 28, respectively.

\[
w^{i+1}_{j,m} = w^i_{j,m} \times m\text{h}(0.1) \times w^{i}_{j,m}
\]

(27)

\[
w^{i+1}_{j,m} = w^i_{j,m} + \left( w^i_{j,m} - w^{i}_0 \right) \times \text{LE} \times w^{i}_{j,m}
\]

(28)

The scrounger learning efficiency (LE) is indicated by the LE by following the producer that is within the bounds of \([0,2] \) Muhammad, et al. [19]. In Meng, et al. [27], a positive number is taken and assumes that every bird flies at dissimilar positions at the QP interval. The scavengers are instructed to follow any producer they come across; the producers, who resemble birds, represent the hungry people who are actively seeking food. By using random numbers, a fresh version of the S-BSO algorithm is run.

The proposed algorithm works by combining the best elements and values of the SSO and BSA approaches. The hybridization idea has been shown to provide superior convergence behavior in recent years [29]. In order to tackle the early convergence in adaptive beamforming of the millimetre-wave system for updated weights, a better convergence rate is achieved by the devised approach. Figure 2 presents the S-BSO algorithm's flowchart.

Minimizing the bit error rate (BER) in the millimeter-wave communication system is the main goal of the suggested S-BSO algorithm. In the millimeter wave model, the BER analysis aims to increase connection performance that, in turn, improves link connectivity. Therefore, reducing the bit error rate value guarantees the effectiveness of the suggested adaptive beamforming millimeter-wave communication model. Therefore, reducing the BER value ensures the efficacy of the proposed adaptive beamforming MMW communication model. Below is the main aim of the suggested S-BSO adaptive beamforming approach.

\[
OBJ = \arg \min_{[v_i]} (BER)
\]

(29)

\[
BER = \frac{\rho_s}{\log_2 S_n}
\]

(30)

The probability of symbol error in this context is denoted by \( \rho_s \), which is the number of signals needed to represent the bits, shown as \( S_n \), while the number of bits each signal can represent is given as \( \log_2 S_n \). The suggested S-BSO adaptive beamforming approach aims to lower inaccuracies in MMW communication systems.
6. RESULTS AND DISCUSSIONS

The newly designed adaptive beamforming in millimeter-wave communication systems was implemented using MATLAB [30], and experimentation was done by changing the amount of RF chains and antennas. Performance of the recommended model was compared with the conventional models on the basis of convergence analysis. The population sizes of 10 and 100, as well as the maximum number of iterations, were considered. The developed model was compared with diverse optimization approaches such as the particle swarm optimization algorithm [31], the grey wolf optimization algorithm [32], SSO [28], and BSA [27], and classifiers such as YUWEI [33], General Eigen-Decomposition (GEVD) [34], CMA [35], and (LS-CMA) [36]. Three test cases were used to run this model, with antennas and RF chains set at 32, 48, and 64.

Figure 2. S-BSO algorithm flowchart.
A. Convergence Analysis

In Figure 3, calculated by adjusting the number of iterations, the convergence analysis of several adaptive beamforming algorithms is shown. The PSO, GWO, BSA, and SSO algorithms all use the S-BSO approach, which reaches a high convergence rate at the 25th iteration. The S-BSO algorithm’s cost function is 75% better than PSO’s, 79.5% better than GWO’s, 80% better than SSO’s, and 66.6% better than BSA’s at the 100th iteration. As a result, the S-BSO algorithm’s planned convergence rate is higher than that of other adaptive beamforming algorithms based on other optimization techniques.

![Figure 3. Using various optimization techniques, the convergence of several adaptive beamforming strategies in the MMW communication model is examined.](image)

B. Analysis of Spectral Efficiency with Regard to SNR and Heuristic Methods

The suggested S-BSO method of adaptive beamforming performance, as given in Figure 4, is in relation to spectral efficiency. The suggested S-BSO methodology outperforms previous approaches in terms of spectrum efficiency. When the signal-to-noise ratio value is expected to be -15 and the set of antennas and RF chains is 32, it is 14.2% better than GWO and BSA, respectively. Similar to this, the adaptive beamforming utilizing the S-BSO approach has a spectral efficiency that is 11% and 48% higher than that of GWO and BSO, respectively, when 48 antennas and RF chains are used and the SNR value is -15. With 64 antennas and RF chains, and an SNR value of -15, adaptive beamforming employing the S-BSO approach outperforms BSA and GWO in terms of spectral efficiency by 14% and 17.6%, respectively. As a result, the suggested S-BSO algorithm for adaptive beamforming has more spectral efficiency than prior methods.

C. Analysis of BER to SNR

Figure 5 presents the bit error rate (the percentage of bits that have errors relative to the total number of bits received in a transmission) analysis with various traditional adaptive beamforming approaches. The BER is minimized in the novel S-BSO algorithm while comparing with an SNR value of -15 and RF chains and antenna are set at 32, which is 66.6%, 50%, 89.7%, and 76% better than the LS-CMA, GEVD, CMA and YUWEI algorithms. When the RF chain and antenna are set at 48, the bit error rate of the S-BSO algorithm is 14%, 60%, 20% and 9% better than the LS-CMA, GEVD, CMA and YUWEI, respectively. When the RF chain and antenna are set at 64, the bit error rate of the S-BSO algorithm is 20%, 53.8%, 75%, and 75% better than those of the YUWEI, GEVD, CMA and LS-CMA. So, the bit error rate of the S-BSO algorithm surpasses other conventional adaptive beamforming techniques.
Figure 4. The spectral efficiency over SNR: (a) sets of RF chains and antennas are 32, (b) the sets of RF chains and antennas are 48, (c) the sets of RF chains and antennas are 64.

Figure 5. SNR over BER analysis: (a) the sets of RF chains and antennas are 32, (b) the sets of RF chains and antennas are 48, (c) the sets of RF chains and antennas are 64.

7. CONCLUSION

A novel S-BSO algorithm in the millimeter-wave communication system has been implemented using adaptive beamforming techniques. The S-BSO algorithm was primarily used in the suggested adaptive beamforming strategy...
to reduce the bit error rate in millimeter-wave communication model. The analysis of the bit error rate of the S-BSO adaptive beamforming algorithm improved the efficiency and performance of the MMW communication system. After comparing with conventional CMA, YUWEI GEVD and LS-CMA algorithms, the bit error rate of the S-BSO adaptive beamforming algorithm was 89.7%, 76%, 50%, and 66.6%. When 32 RF chains and antennas were used, the SNR (signal-to-noise ratio) value was taken into consideration. As a consequence, several evaluations have demonstrated that the suggested S-BSO-based adaptive beamforming approach outperforms the current beamforming techniques.
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