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Heart disease is the leading cause of death worldwide. It has an impact on not only 
the health of patients but also the economies and expenses of the countries. 
Numerous machine learning and data mining approaches are being developed and 
explored currently in order to predict various diseases. This paper aims to address 
the pressing global issue of heart disease by leveraging machine learning and data 
mining techniques. Specifically, it focuses on utilizing a Fuzzy C means (FCM) 
approach for attribute segmentation, employing the Whale Optimization Algorithm 
(WOA) for feature selection, and utilizing Deep Convolutional Neural Networks 
(DCNNs) for medical diagnosis and early prediction. In this study, the initial stage 
involves segmenting patient records' attributes using the FCM method. 
Subsequently, high-ranking features are selected through the WOA algorithm. These 
segmented features are then input into DCNNs to construct a robust medical 
diagnosis system and enable early-stage prediction. The DCNNs autonomously 
extract crucial features without human intervention, enhancing the accuracy of 
disease prediction. The performance evaluation of the proposed classifier is conducted 
using the Python platform, with the DCNN achieving an impressive accuracy level of 
90.12% during testing. This indicates the DCNN's capability to accurately predict the 
presence or absence of cardiac disease, showcasing its potential as an effective tool in 
healthcare. The integration of FCM attribute segmentation, WOA feature selection, 
and DCNN-based prediction holds significant practical implications. It offers 
healthcare professionals a valuable tool for diagnosing and predicting heart disease 
early, potentially saving lives. 

 

Contribution/Originality: This study stands out for its innovative integration of the FCM approach for 

segmentation, WOA for feature selection, and DCNNs for prediction. This approach's originality lies in its potential 

to enhance accuracy in predicting heart disease while reducing manual interpretation, setting it apart from previous 

works. 

 

1. INTRODUCTION 

Currently, heart disease is one of the most widespread illnesses in the world. It is predicted that 17.9 million 

deaths, or 15% of all natural deaths, occurred as a result of heart disease in 2017. By monitoring the levels of 

different health indicators such as cholesterol, glucose level, blood pressure , and heart rate, early stages of heart 

disease can be identified [1-3]. Cardiovascular disease affects not only the health of people but also the economies 

and costs of nations. Therefore, the diagnosis and treatment of heart illness are always crucial. An initial prognosis 
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can help a patient obtain more effective and proper treatment. Therefore, the demand to create such an early 

diagnosis and prediction system for medicine grows every day. One of this system's most crucial fe atures should be 

great accuracy outputs at a low running cost [4, 5]. 

Medical professionals’ activity produces a variety of datasets that can be examined to identify the main 

characteristics for detecting heart attacks. Unfortunately, these datasets aren't being used to their full potential 

right now [6]. The main objective of the research is to make use of those real-life datasets in a way that could aid in 

the timely prediction of a probable heart attack. Here, the data analysis and data mining approaches are available. 

To explore hidden patterns in medical data sets and estimate the patient's future condition, data mining has made  it 

possible to combine classification approaches and give computerized training on the dataset [7]. Thus, through the 

analysis of medical data, it is feasible to provide perceptions into a patient's background and offer clinical assistance. 

So, the data mining methods are deployed to establish the heart disease prediction exactly [7]. Several studies have 

been proposed to forecast heart disease in the early stages, which are listed below. 

An excellent framework for incident heart failure diagnosis utilizing routine Electronic Health Record (EHR) is 

described by the author in Rao, et al. [8], opening up an interesting emerging area of study for the forecasting of 

additional complex conditions. In-depth phenotype populations ought to be examined with the framework and 

evaluation necessary to find novel illness processes and trends in other difficult situations. However, as with 

conventional statistical models, extreme caution ought to be exercised when making assumptions about causation. 

The heart disease risk forecast technique using Deep Neural Network (DNN) models is presented in ref [9] and 

used with the KNHANES samples. With the help of the Principle Component Analysis (PCA) and Variational Auto 

Encoders (VAE) frameworks, the proposed approach solved the issue of creating effective trained data by 

identifying and enlarging significantly influenced subsets that impair effectiveness of the models. The performance 

is greatly enhanced by the DNN learned in the PCA-partitioned learning groups. The method suggested has the 

drawback of not allowing missing values. Determining the ideal threshold in this modul e is also difficult. 

CardioXNet, a unique Convolution Recurrent Neural Network (CRNN) network, has been suggested in ref [10] for 

the programmed diagnosis of various diseases regarding heart classes without undergoing any Phonocardiogram 

(PCG) signal preprocessing. With an accuracy score of 99.6%, the framework displayed state -of-the-art 

performance, beating all earlier research on provided PCG data by a significant margin. But while the current 

system performs satisfactorily on PCG datasets that mimic real-life settings, the work can still be enhanced if more 

substantial PCG datasets with a variety of heart disease observations are made available.  

A new method for Chronic Heart Failure (CHF) recognition from PCG audio records has been described by the 

author in [11]. The technique integrates Deep Learning (DL) with conventional Machine Learning (ML). DL 

trains from both spectral representations and the time domain of the signal, whereas conventional ML trains from a 

huge amount of defined features. As long as domain-specific labelled data are available, the recommended approach 

proves to be reliable and beneficial for identifying other heart-sound categorization challenges, not just for CHF 

detection. Nevertheless, for experimental data, the Spectrotemporal model produces substantially minor loss values. 

In Li, et al. [12], an efficient Support Vector Machines (SVM) Fast Conditional Mutual Information (FCMIM)-

based detection method for cardiac disease is established. The experimental outcomes specify that the presented 

algorithm (FCMIM) is able to be used in conjunction with an SVM classifier to develop an efficient system for 

identifying heart-related problems. In contrast to previously proposed approaches, the suggested finding system 

(FCMIM-SVM) gained good precision. Additionally, the suggested technique is simple to use in healthcare for the 

detection of cardiac disease. However, infection control and treatment are important after diagnosis. In this study 

Cenitta, et al. [13] concentrate on improving the selection of the best features and lowering the quantity of features 

while still making better selections. A developed Squirrel Search Optimization (SSO) technique is provided here to 

seek out significant elements of heart disease. The proposed Ischemic Heart Disease state-of-the-

art optimization method with the Random Forest classifier (IHDSSO) model offers improved feature selection with 
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superior precision in comparison to more extensive state-of-the-art optimization strategies. However, there is a 

need for improvement with regard to convergence precision and speed of convergence in the present research. The 

reference [2] offers a unique approach for identifying key features using ML techniques, which increases the 

precision of cardiovascular disease diagnosis. The hybrid random forest method with a linear model (HRFLM) 

forecasting model for heart disease results in an enhanced proficiency level with outstanding precision. However, 

methodologies for choosing characteristics need to be developed to obtain a deeper understand ing of the critical 

variables and improve the accuracy of heart disease prediction.  In reference to Ganie, et al. [14], a novel ensemble 

Quine McCluskey Binary Classifier (QMBC) method for distinguishing individuals with and without cardiac disease 

is proposed. This QMBC model outperforms any current modern models and previously proposed ways by various 

academics. Nevertheless, it is critical to determine whether a dataset is balanced and to use resampling procedures 

as essential. In Ganie, et al. [14], proposed a CNN method for determining advanced heart disease risk by applying 

structured data. This model achieves a precision of 88%. However, it needs to be expanded to include unstructured 

data as well. The authors of Shankar, et al. [15] presented a novel method namely enhanced deep learning with 

CNN (EDCNN) to aid in improving patient forecasting the disease in heart.  The diagnostic approach that has been 

developed demonstrates the ability to evaluate the degree of probability of heart disease as established by the study . 

According to the evaluation outcomes, an adaptable architecture and subsequent tuning of EDCNN hyper 

parameters are capable of up to 99.2% precision. However, advanced artificial intelligence is essential for integration 

in order to enhance accuracy even further. 

Methods based on clustering analysis can offer a nonparametric, unsupervised way for data analysis. A unique 

FCM algorithm is presented, adopting the concept of the Nearest Neighbor (NN) rule  [16, 17]. Missing 

characteristics in medical profiles are unclear and indicated by NN intervals based on closest neighbour data. This 

paper's main objective is to evolve a Heart Disease Prediction (HDP) with an FCM clustering algorithm using heart 

disease databases in order to make sensible medical decisions that are not possible with traditional decision support 

systems. In order to predict heart attack disorders accurately, this research introduces fuzzy c-means clustering 

techniques [18-21]. 

The metaheuristic optimization algorithm (MOA), in order to arrive at the best result, primarily imitates 

natural and human intelligence. Swarm intelligence, evolutionary, physical, human, and chemical-based algorithms 

are the four basic divisions of MOA. The following algorithms are frequently utilized for feature selection: Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO), Sine Cosine Algorithm (SCA), Grey Wolf Optimizer (GWO) 

and others. Here, FCM-based WOA is employed for selecting best feature. A selected feature subset is evaluated 

using FCM [22-26] while WOA is employed to determine the best subset feature to maximize accuracy. WOA 

involves pointing the whale in the direction of the best possible answer from any point in space. This algorithm 

produces continuous vectors with the same dimension and Ishaq, et al. [1] bounds. The purpose of feature selection 

is accomplished by a binary conversion threshold on the solution vector. ML is related to computational statistics, 

which utilizes computers to generate forecasts. Data mining is an examination of data, whereas ML focuses on 

researching and analyzing data through independent learning. ML methods, principles, and implementation 

domains are among the benefits that computational optimization provide. ML algorithms and approaches will 

process massive amounts of data and make judgments and predictions [27]. The presented research in Sridevi and 

Anitha [28] provides a successful coronary artery disease forecasting model for a system to support clinical 

decisions that combines Synthetic Minority Oversampling Technique Edited Nearest Neighbour (SMOTE-ENN) 

for balancing data used for training dispersion and for predicting cardiovascular disease. This model uses density-

based spatial clustering with noise to detect and eliminate anomalies. As a result, early intervention might need to 

be implemented to avoid fatalities resulting from delayed heart disease detection. Nevertheless, if a demographic 

dataset is acquired, opinions from a neighbourhood heart professional need to be supplied in order to validate the 

dataset and prognosis model. 
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To implement classification, Support Vector Machine (SVM) is deployed, and it is not biased by outliers. 

However, it has some disadvantages, like non-applicability for non-linear problems and not being suitable for a 

large number of features [29-31]. Similarly, Decision Tree (DT) classification exhibits interpretability and does 

not demand feature scaling. However, DT generates poor results on very small datasets, and hence overfitting 

can easily occur. To overcome all these issues, the DCNN is proposed in this work, which is utilized to expand 

the linear model and features for predicting heart diseases. 

Therefore, a CNN classification technique is deployed to detect heart disease using Data Mining approach. 

The FCM clustering approach is used for the initial stage of segmentation to record the patient's heart data. The 

WOA feature selection method is established for selecting the segmented heart features. The CNN classifier 

achieves great accuracy in identifying heart illness. 

 

2. PROPOSED WORK 

One of the biggest problems faced by society today is heart disease. Manually calculating the probability of 

developing heart disease based on risk factors is essential. Health problems can be prevented by detecting diseases 

as early as possible. In this study, DCNN is proposed as a way to enhance the features for obtaining a higher 

prediction accuracy. Figure1 shows the diagram for the suggested model. 

 

 
Figure 1. Block diagram for proposed model. 

 

At the first stage, the data is obtained from the input heart data set. Then the data is subjected to segmentation, 

which is one of the main processes to enhance this approach. The segmented data are then fed to the feature 

extractor by using the FCM clustering approach, which is used to set up the data into non-overlapping groups. The 

FCM method extracts the required features by using the WOA algorithm in order to select highly ranked features. 

A DCNN classifier uses extracted features to classify data and predict the disease without requiring any human 

intervention. The next part is an overview of the proposed methodology for the detection of heart disease.  

 

2.1. FCM Clustering Technique 

In this research, the data set is separated into groups using FCM to maximize intra-group similarity and 

reduce inter-group variance. Researchers separate the training dataset into various groups before training the 

Neural Network (NN) prediction model to improve generalization and learning capacity. FCM places data points 

that belong to various cluster groups with corresponding fuzzy truth values between 0 and 1 using fuzzy 

partitioning of the dataset. To reduce cluster dissimilarity, the iterative FCM algorithm derives centroids from 

reciprocal distances in the data. If 𝑈 is the specification of the dataset matrix, then the FCM initializes the 

membership matrix as mentioned in Equation 1: 

∑ 𝑢𝑖𝑗 = 1∀𝑗= 1, …… . , 𝑛 … …… .𝑐
𝑖=1       (1) 

The Equation 2 is defined as dissimilarity function of dataset. 

𝐽(𝑈, 𝑐1, 𝑐2, 𝑐3 , 𝑐𝑐
) = ∑ 𝐽𝑖 =𝑐

𝑖=1
∑ ∑ . 𝑢𝑖𝑗

𝑚𝑑𝑖𝑗
2𝑛

𝑗=1
𝑐
𝑖=1         (2) 

Thus, 𝑑𝑖𝑗 is the Euclidean distance between the 𝑖𝑡ℎ (𝑐𝑖) centre and the jth data point, 𝑢𝑖𝑗 represents the 

membership of the cluster 𝑥 𝑖, with a value between 0 and 1, 𝑐𝑖 is the cluster i's centre and m is the weighting 

exponent. The centre vector 𝑐𝑖 is calculated as follows using an optimization procedure in order to reduce the 

dissimilarity function: 
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In addition to do fuzzy partitioning, the objective function described above is iteratively optimized while 

updating the membership 𝑢𝑖𝑗 and the cluster centers 𝑐𝑖 as follows: 

𝑚𝑎𝑥 𝑖𝑗{𝑢𝑖𝑗

(𝑘+1)
− 𝑢𝑖𝑗

(𝑘)
} < 𝜀         (3) 

When a termination condition between 0 and 1 is met, this iteration will come to an end and the iteration steps 

are denoted by k. The procedure reaches its end at the saddle point of 𝐽𝑚or a local minimum. The following steps 

make up the algorithm: 

An association between the input parameters and the intended output pattern is made using FCM, which is 

utilized to reduce the data as part of the segmentation task. FCM is additionally employed to lessen over fitting. 

Figure 2 illustrates flowchart for FCM clustering technique. 

Therefore, segmentation of heart data is established by FCM clustering technique. The following section gives 

a brief explanation about selection of features from segmented data output by using WOA.  

 

 
Figure 2. Flowchart for FCM clustering technique. 

 

2.2. Feature Selection by WOA  

Humpback whale behaviour in the wild serves as the WOA's main source of inspiration. These whales 

frequently depend solely on their predatory activity for their survival. Despite the fact that hunting tactics have 

Step 1: Select 𝑐, 𝑚𝑎𝑛𝑑𝜀 , when the 𝜀 > 0 is a stable positive value: then the initialization of partition 

matrix is 𝑈(0) ,𝑈 = [𝑢𝑖𝑗] 

Step 2: while the iteration index is, (𝐾 = 1,2 … . ), estimate the matrix prototype 𝐶 (𝑘)  utilizing 𝐶𝑖, 

𝑈(𝑘) .Equation 4 represents the estimated value of𝐶𝑖. 

𝐶𝑖 =
∑ 𝑢𝑖𝑗

𝑚𝑁
𝑗=1 𝑥𝑖

∑ 𝑢𝑖𝑗
𝑚𝑁

𝑗=1
(4) 

Step 3: Update values of 𝑈(𝑘),𝑈(𝑘+1) 

𝑢𝑖𝑗
𝑚 = 1/ ∑ (𝑑𝑖𝑗/𝑑𝑘𝑗 )

2/(𝑚−1)𝐶
𝐾=1  (5) 

Here, Equation 5 presents the updated value of 𝑢𝑖𝑗
𝑚. 

Step 4: If ∀ 𝑖: 𝑗: 𝑚𝑎𝑥 𝑖𝑗{𝑢𝑖𝑗

(𝑘+1)
− 𝑢𝑖𝑗

(𝑘)
} < 𝜀 then stop and obtain the matrix of cluster prototype 𝐶   

and partition matrix 𝑈. 

Otherwise set 𝐾 = 𝐾 + 1 and return step 2 
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previously been employed to address optimisation issues, the whale method is distinctive in that it can employ a 

random agent in the search space to pursue the prey. Three operators are used in this algorithm's modelling to 

simulate the exploration, encirclement, and bubble net hunting stages of humpback whales' hunting behaviour. The 

mathematical formulation is given in the following model and explanation. 

 

2.2.1. Encircling Prey 

In this phase, the original best search agent is used by the whale algorithm. The prey's location is extremely 

near the most effective options available currently. As a result, the remaining agents update the best search agent of 

their locations. The following sentence serves to express this: 

𝐷⃗⃗ = |𝐶.⃗⃗  ⃗ 𝑋 ∗⃗⃗⃗⃗ ⃗⃗ (𝑡) − 𝑋 (𝑡)|     (6) 

𝑋 ⃗⃗  ⃗(𝑡 + 1) = 𝑋 ∗⃗⃗⃗⃗ ⃗⃗ (𝑡) − 𝐴 ⃗⃗  ⃗. 𝐷⃗⃗    (7) 

Where current iteration is represented by  𝑡 and coefficient vectors is denoted by 𝐴 ⃗⃗  ⃗and𝐶 ⃗⃗  ⃗. Better answer found 

thus far is represented by the location vector𝑋 ∗⃗⃗⃗⃗ ⃗⃗  and 𝑋 ⃗⃗  ⃗ is location vector. The 𝑋 ∗ should be modified repeatedly if 

a better option becomes available. The following formula is used to find out the 𝐴 ⃗⃗  ⃗and𝐶 ⃗⃗  ⃗ vectors: 

A ⃗⃗  ⃗ = 2a .⃗⃗  ⃗ r.⃗⃗ − a ,⃗⃗  ⃗   (8) 

C ⃗⃗⃗  = 2, r      (9) 

Where  𝑎 ⃗⃗⃗⃗   is linear lowered from 2 to 0 throughout number of rounds and r is a random vector in range [0, 1].  

Through simulations of encircling the prey, this modelling enables any agent to change its location towards the 

best option. The agents surrounding the most effective solution will aid in the movement in hypercube and it is 

feasible to explore further into the search space for 𝑛 dimensions. 

 

2.2.2. Phase of Exploitation 

In this stage is also known as bubble net attacking and it employs the following two strategies:  

• Shrinkage of the surrounding system: In this phase, of𝑎 ⃗⃗⃗   in Equation 3 decreases, resulting in a corresponding 

drop in the fluctuation range of𝐴 ⃗⃗  ⃗ . This suggests that [−𝑎 ⃗⃗⃗  , 𝑎 ⃗⃗⃗  ] was chosen at random to be in. When over the 

course of optimization, a falls from 2 to 0. According to the unpredictability of 𝐴 ⃗⃗  ⃗  in [-1, 1], the search agent's new 

position can be found between agent's original location and current best location. Figure 3 depicts locations that can 

be reached by 0 a 1 in a 2-D space from (𝑋 ∗, 𝑌 ∗) towards (𝑋, 𝑌). 

 

 
Figure 3. Mechanism of shrinking encircling WOA. 

Note: * indicates the solution obtained so far. 
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Figure 4. Updating position of WOA spiral. 

Note: * indicates the solution obtained so far. 

 

Figure 4 illustrates the updating position of WOA. This stage involves calculating the distance between whale 

and its prey.  Next, an equation of a spiral is formed between the locations of the whale and its prey to mimic how 

humpback whales evolved a helix shape. This can be stated as follows: 

𝑋 (𝑡 + 1) = 𝐷′⃗⃗  ⃗. 𝑒𝑏𝑙 . 𝑐𝑜𝑠(2𝜋𝑙) +𝑋 ∗⃗⃗⃗⃗ ⃗⃗ (𝑡)   (10) 

Equation 10 displays) where the constant 𝑏is utilized to determine logarithmic spiral shape and l is a 

randomized number between [-1, 1] and distance from 𝑖𝑡ℎ whale to prey (the best result so far). The whale is 

simultaneously applying the spiraling, shrinking motion as it moves towards its prey. Next position whale is 

updated as follows using a 50% assumption that it is possible to transition between the two modes:  

{
𝑋 (𝑡 + 1) = {𝑋 ∗⃗⃗⃗⃗ ⃗⃗ (𝑡) − 𝐴 . 𝐷⃗⃗ 𝑖𝑓𝑝 < 0.5

𝐷′⃗⃗  ⃗. 𝑒𝑏𝑙 . 𝑐𝑜𝑠(2𝜋𝑙) + 𝑋 ∗⃗⃗⃗⃗ ⃗⃗ (𝑡) 𝑖𝑓𝑝 ≥   0.5          
  (11) 

Where 𝑝 is a random number in [0, 1]. 

 

2.2.3. Phase of Exploration 

 The WOA achieves worldwide optimization during this phase. In Figure 5, whales randomly arrange 

themselves in relation to one another as they hunt for prey. The 𝐴 ⃗⃗  ⃗  is randomly selected from the range [-1, 1] in 

order to make search agent deviate from reference whale. This means that A must either be bigger than 1 or less 

than -1. Furthermore, the WOA performs a worldwide search by selecting a random to update the position of agent.  

 

 
Figure 5. Mechanism of WOA exploration. 

Note: * indicates the solution obtained so far. 
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The mathematical expression for the modelling of this exploratory method is given as:  

D⃗⃗ = |C.⃗⃗⃗  Xrand
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  − X ⃗⃗⃗  |   (12) 

X ⃗⃗⃗  (t + 1) = Xrand
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  − A ⃗⃗  ⃗. D⃗⃗    (13) 

Where,𝑋𝑟𝑎𝑛𝑑
⃗⃗ ⃗⃗ ⃗⃗⃗⃗ ⃗⃗  ⃗is a randomized location for varying whale that were selected from the current population. This 

paper employs an adaptive WOA to acquire an optimal feature subset that maximizes classification performance. In 

WOA, the whales constantly change their location in reference to any point in space, starting with t he first optimal 

search agent. Then, as stated in Equations 6 and 7, they attempt to update their locations in reference to the ideal 

search agent. In the dataset, each particular answer is represented by the same dimension in a continuous vector. 

The continuous, Ishaq, et al. [1] only values of the solution vector. The values of the solution fitness evaluation 

have a binary representation. Usually, the number of chosen features and the performance of the classification are 

matched by the applied fitness function. The equation can be used to express Equation 14. 

𝑓𝜃 = 𝛼. 𝐸 + (1 − 𝛼)
∑ 𝜃𝑖𝑖

𝑁
  (14) 

𝑁 is a total number of features in dataset and  𝐸 is the classification error given chosen feature subset and 𝑓𝜃 is 

the fitness function given a vector of size 𝑁 with 1/0 components describing the selected/unselected feature subset.  

The WOA pseudocode is shown in algorithm (1). 

1) Initialize the whales population 𝑋𝑖  (i=1, 2, 3,…, n). 

2) Compute the fitness of each whale. 

3) Set X * as the best whale. 

4) While (t< maximum number of iterations) do 

for (each search whale) do 

Update a, A, C, l and p. 

If (p < 0.5) then 

        If (|A| < 1) then 

The whale position is updating by the 

Equation 6. 

         else 

if (|A|≥ 1) then 

                      Select the random whale 𝑋𝑟𝑎𝑛𝑑  

                      The whale position is updating by 

                       the Equation 13. 

end 

end 

    else 

if (p≥ 0.5) then 

                          Modify the whale position by the Equation 9. 

              end 

       end 

end 

     Check if any search goes beyond the search  

     space and amend it 

  Compute the fitness of each search agent. 

   Update X * if there is better solution. 

   t=t+1 

end 
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In this planned system to implement classification, the DCNN classifier utilized. Which is detailed as follows. 

 

2.3. Classification by DCNN 

Figure 6 depicts the architecture of the deep convolutional neural network for mapping protein sequences. It 

has fourteen layers in total, which include layers of input, flattening, fully connected, convolutional and an output 

layer. To estimate the likelihood of 1195 data points the softmax function has been implemented in the output layer. 

The initial layer has input numbers that indicate the location data of a parameter length of  the sequence of proteins. 

In the convolution layer, the filter is employed in the input layer to produce hidden features by batch normalization, 

convolution, and non-linear change of its components with the activation function. Various window sizes in the one-

dimensional convolution layer are evaluated, and two sizes of window have been selected that are near the median 

length of a protein's beta-sheet and alpha-helix. 

 
Figure 6. Prediction model architecture of DCNN. 

 

The hidden characteristics produced by the ten filters using two size windows in the initial layer of convolution 

are used as input for the second layer to be converted in the similar manner. Convolution layer lev el is set to 10. 

Based on design, the max pooling layer has been included to turn the variable amount of hidden features in the 

convolution final layer into a preset amount of features; here, K is fixed to thirty. For each feature map formed by a 

window size with filter, the 30 highest values are obtained and concatenated . A brief explanation of the various 

output stages is provided in the following section. 

 

3. RESULTS AND DISCUSSION 

Currently, there are a significant number of deaths occurring around the world due to heart attacks. Still, the 

specialists try to determine the risk factors for heart disease patients. Data mining has been identified as a valuable 

technique in aiding healthcare professionals in the prediction and anticipation of cardiac disease. As a result, the 

proposed work uses the DCNN classifier to predict cardiac disease. 1025 samples in total have been trained.  

Table 1 demonstrates the input dataset of heart, which comprises a sample of 11 heart data points from people 

of different ages. The sample data includes sex, age, previous record values, etc… 
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Table 1. Heart input data. 

 Age Sex Cp Trestbps Chol Fbs Restecg Thalach Exang Oldpeak Slope Ca Thal Target 

0 52 1 0 125 212 0 1 168 0 1.0 2 2 3 0 
1 53 1 0 140 203 1 0 155 1 3.1 0 0 3 0 
2 70 1 0 145 174 0 1 125 1 2.6 0 0 3 0 

3 61 1 0 148 203 0 1 161 0 0.0 2 1 3 0 
4 62 0 0 138 294 1 1 106 0 1.9 1 3 2 0 

5 58 0 0 100 248 0 0 122 0 1.0 1 0 2 1 

6 58 1 0 114 318 0 2 140 0 4.4 0 3 1 0 
7 55 1 0 160 289 0 0 145 1 0.8 1 1 3 0 

8 46 1 0 120 249 0 0 144 0 0.8 2 0 3 0 
9 54 1 0 122 286 0 0 116 1 3.2 1 2 2 0 

10 71 0 0 112 146 0 1 125 0 1.6 1 0 2 1 

 

Table 2. FCM cluster values. 

  Age Sex Cp Trestbps Chol Fbs Restecg Thalach Exang Oldpeak Slope Ca Thal Target Fuzzy 

0 52 1 0 125 212 0 1 168 0 1.0 2 2 3 0 3 
1 53 1 0 140 203 1 0 155 1 3.1 0 0 3 0 3 

2 70 1 0 145 174 0 1 125 1 2.6 0 0 3 0 2 
3 61 1 0 148 203 0 1 161 0 0.0 2 1 3 0 3 
4 62 0 0 138 294 1 1 106 0 1.9 1 3 2 0 0 

… … … … … … … … … … … … … … … … 
6 59 1 0 140 221 0 1 164 1 0.0 2 0 2 1 3 
7 60 1 0 125 258 0 0 141 1 2.8 1 1 3 0 4 

8 47 1 0 110 275 0 0 118 1 1.0 1 1 2 0 0 
9 50 1 0 110 254 0 0 159 0 0.0 2 0 2 0 4 

10 54 0 0 120 188 0 1 113 0 1.4 1 1 3 1 2 
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Figure 7. Clustered output. 

 

Table 2 indicates the input data along with the FCM approach. By using the FCM technique, the clustered 

output attained is illustrated in Figure 7. Clustered features are selected by the WOA algorithm, which is a 

necessary step in classification. 

 

Table 3. Output parameters. 

Output parameters Values 

Accuracy 0.224 
Loss 0.901 
Specificity 0.840 

Sensitivity 0.819 

 

Table 3 shows the outcomes for DCNN classifiers. The proposed work achieves classification accuracy of 

90.12% and it is observed that DCNN classifier attains the better specificity and sensitivity with 0.8400 and 81.90%, 

respectively. 

Figure 8 illustrates the diagram for Loss and Accuracy validation of the training data set. Here, the 

training accuracy increases with number of epochs. Similarly, the loss gets reduced for varying epochs, as 

indicated in the validation graph.  

 

 
Figure 8. Loss and accuracy validation. 
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Table 4. Comparison Analysis of K-means and FCM. 

Performance metrics K-means FCM 

Precision 88.09% 91.02% 
Recall 87.07% 89.03% 

 

 

 
Figure 9.Comparison of K-means and FCM. 

 

The comparison of K-means and FCM is shown in Table 4, and similarly, the relevant plots are shown in 

Figure 9. The findings lead to the conclusion that FCM works. This method gives significantly better classification 

accuracy than K-means. Precision and recall are increased through the use of the FCM algorithm. 

Figure 10 shows the convergence speed for GA, PSO, GWO, and WOA. From the plot, it is noted that the 

convergence of WOA is better than that of other algorithms, and the output of the model for WOA can fit the 

actual output of the system well. 

Figure 11 illustrates that the graphical representation of the proposed DCNN classifier with WOA accuracy, 

specificity and sensitivity is compared with classifiers like SVM, Naïve Bayes, KNN, Logistic Regression, and 

DCNN with PSO. From the observation, it is clear that the suggested DCNN classifier achieved the enhanced 

accuracy of 90.12%, specificity of 0.8400 and sensitivity of 81.90%, respectively. Table 5 represents the comparison 

analysis of the performance metrics values attained for the proposed classifier with existing ones.  

 

 
Figure 10. Comparison of convergence speed with WOA. 
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Table 5. Comparison Analysis performance matrices. 

Classifiers Accuracy Specificity Sensitivity 

DCNN with WOA 90.12% 84.00% 81.90% 
CNN with PSO 85.60% 76.32% 82.42% 
Logistic regression 73.66% 70.25% 78.57% 

Naïve Bayes 73.17% 71.43% 75.27% 
SVM 68.78% 66.39% 72.09% 

KNN 65.37% 64.29% 66.67% 
 

 

 
Figure 11. Comparison of accuracy, specificity and sensitivity. 

4. CONCLUSION 

The prevention of heart attacks may be possible through early detection of heart diseases. A good classification 

algorithm may enable the doctor to identify the potential for heart disease before it appears. This study employs a 

DCNN classifier and WOA, along with FCM, to forecast potential heart disease. Following segmentation, the FCM 

clustering technique is used, assisted by WOA, to select the best feature set. Without any human involvement, the 

DCNN classifier is deployed to diagnose early-stage heart disease. The attained outcomes demonstrate that the 

suggested model is implemented in Python software and outperforms other existing approaches in terms of 

performance, generating an accuracy of 90.12 %, a specificity of 84%, and a sensitivity of 81.90%. 
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