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This research explores the application of machine learning (ML)-based risk prediction 
models in early diabetes disease detection for healthcare professionals. Diabetes affects 
millions of people worldwide. In light of significant advancements in biomedical 
sciences, vast volumes of data have been generated, including high-throughput genetic 
and diagnostic data sourced from extensive health records. Leveraging an initial 
diabetes risk prediction dataset from the University of California Irvine (UCI) ML 
repository, our research focused on supervised learning techniques, constituting 85% of 
the employed methods. The remaining 15% comprised unsupervised learning 
approaches, specifically association rules. A key contribution of this study lies in the 
development of an optimal prediction model utilizing supervised ML algorithms. The 
Boruta feature selection algorithm was employed to identify pertinent features, and the 
subsequent models were validated using a preprocessed dataset containing 10 
attributes. Notably, the risk prediction models generated through random forest, 
extreme gradient boosting (XGBoost), and light gradient boosting machine 
(LightGBM) exhibited impressive average accuracies of 98.13%, 97.37%, and 97.22%, 
respectively, as determined via 10-fold cross-validation with 15 repetitions. 
Furthermore, these models achieved exceptional area under the ROC curve (AUC) 
values of 1, 0.99, and 0.99, respectively, showcasing their robustness and efficacy in 
diabetes risk prediction. 
   

Contribution/Originality: This study introduces a novel approach to diabetes risk prediction by employing a 

combination of Boruta feature selection algorithm and advanced machine learning classifiers (XGBoost, LightGBM, 

and Random Forest). This research is unique because it uses these techniques along with strict validation methods 

and in-depth insights into feature selection. This makes early-stage diabetes detection models more accurate and 

useful. 

 

1. INTRODUCTION 

Diabetes, a chronic disease, manifests in humans when blood glucose levels, commonly referred to as blood 

sugar levels, become abnormally elevated. Predicting diabetes at an early stage holds the potential for improved 

treatment outcomes. The primary source of energy for humans is glucose in the blood, derived from the 

consumption of food. Insulin enables the transfer of glucose from food into cells, providing the body with vital 

energy. However, inadequate insulin production leads to a situation where glucose accumulates in the bloodstream 
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instead of reaching the cells. This prolonged elevation of blood glucose can result in various health complications 

[1]. Alarmingly, it is projected that diabetes could cause the death of approximately 592 million people by 2035. 

The economic burden of diabetes has also shown a global increase [2]. Significantly, diabetes is a significant factor 

in the occurrence of visual impairment, kidney issues, heart attacks, strokes, and amputations of lower limbs. In the 

year 2019, diabetes mellitus (DM) was the ninth most prevalent reason for mortality, contributing to around 1.5 

million reported deaths [3]. 

The process of extracting insights and uncovering patterns within datasets through the utilization of ML, 

statistical techniques, and database systems is termed data mining [4]. Even with the constrained exploration 

within the realm of bioinformatics, progress in the domains of computing and statistics has cleared the path for 

creating investigative models grounded in computation and statistical methods. The diagnosis of DM presents itself 

as a complex quantitative research challenge [5-7]. To make the best diabetes prediction model, you need to use a 

dataset with important features like frequent urination, weight loss, frequent eating, genital thrush, blurred vision, 

slow healing, and paresis.  

Polyuria, characterized by abnormally frequent urination, is a medical condition [8]. Numerous urinary 

conditions characterized by excessive urination are associated with polydipsia, which refers to an intense feeling of 

thirst. As a consequence, individuals may experience an ongoing need to compensate for fluid and electrolyte loss 

through frequent urination [9]. 

Weight loss, an unexplained reduction in body weight, signifies a loss of 10 pounds (approximately 4.5 kg) or 

5% of normal body weight over a period of 6 months to one year without a discernible cause. Diabetic patients 

typically encounter a decline in their average weight [10]. Weakness, also known as diabetes-related asthenia, 

encompasses feelings of fatigue or tiredness in the body. This weakness may lead to an inability to properly move 

specific body parts due to a lack of energy [11]. 

Polyphagia, or excessive hunger or increased appetite, is one of the three primary diabetes symptoms [12]. 

Thrush is more prevalent among diabetics due to elevated sugar levels that create favorable conditions for yeast 

growth. Diabetes exacerbates yeast infections by promoting the growth of candida. Increased sugar levels in the 

blood trigger heightened production of sweat, saliva, and urine within the body, fostering yeast growth in areas like 

the mouth and genitals, leading to thrush. Individuals with DM are more prone to developing vulvovaginal 

candidiasis compared to those with normal blood glucose levels [13]. 

Despite advancements in understanding ocular diseases and identifying effective treatments, DM and its 

associated retinal complications persist as major causes of blindness. Timely diagnosis and intervention can prevent 

all ocular issues related to DM [14]. Diabetes foot ulcers (DFUs), the primary cause of amputations, affect around 

15% of diabetic individuals. Reduced reactions of cells and growth factors lead to decreased blood circulation in the 

surrounding areas and limited local formation of new blood vessels. These factors collectively contribute to 

compromised healing in individuals afflicted with DFUs [15]. 

Paresis denotes weakened muscle movement, where individuals retain some degree of control over affected 

muscles, in contrast to paralysis. Diabetic gastroparesis, a complex ailment, demands a multifaceted approach [16]. 

Diabetes and obesity have been classified as epidemics by the World Health Organization (WHO) due to their 

escalating prevalence. Obesity not only underpins the aetiology of the most prevalent type of diabetes globally, type 

2 DM, but also contributes to its progression [17]. 

In the realm of health informatics, ML [18-20] plays a pivotal role in the early prediction of diseases. Datasets 

derived from the healthcare sector serve as essential resources for crafting optimal prediction models. These models 

aid medical practitioners in making informed decisions.  

This research endeavor is dedicated to constructing the finest early-stage diabetes risk prediction model using 

ML classifier algorithms. A dataset containing essential features such as polyuria, polydipsia, polyphagia, genital 

thrush, delayed healing, and obesity, among others, was identified for the development of this predictive model. The 



Review of Computer Engineering Research, 2024, 11(1): 16-29 

 

 
   18 
© 2024 Conscientia Beam. All Rights Reserved. 

diabetes prediction model was evaluated using 19 ML classification algorithms. To ensure the model's robustness, 

its stability will be verified through repeated k-fold cross-validation. 

The major contributions and findings are outlined below: 

• The diabetes prediction dataset encompasses attributes such as age, gender, and various symptoms related to 

diabetes. These attributes are described in terms of their qualitative or quantitative nature, and data 

visualization reveals the relationships between these attributes and the likelihood of diabetes. 

• In this research, the Boruta feature selection algorithm has been employed for the purpose of selecting 

pertinent features for the model's development. The 10 features have been selected for model development. 

• The diabetes prediction model has been developed by employing 19 ML classification algorithms. The best 

machine learning algorithms GBoost, LightGBM, and random forest were tested over and over with k-fold 

cross-validation to make sure the model was stable. 

• Diverse metrics were used to assess the model's efficiency, including accuracy, precision, recall, and F1-score. 

The evaluation of the model's effectiveness involved utilizing both the confusion matrix and ROC curves. 

• The findings of this research highlight the model's accuracy and effectiveness in predicting diabetes risk, 

contributing valuable insights for medical practitioners and researchers alike. 

 

2. RELATED WORKS 

ML contributes to enhancing business decisions [21] boosting productivity, diagnosing diseases [22], 

forecasting weather [23], text recognition [24], identifying power quality issues [25], and much more. 

Shetty, et al. [26] constructed an intelligent system for predicting DM diseases, utilizing a Bayesian and k-

Nearest Neighbour (kNN) algorithm that evaluates DM conditions based on a diabetes diagnosis database. 

Similarly, Georga, et al. [27] formulated a model for predicting subcutaneous (SC) glucose concentrations using 

support vector regression. The model includes factors like the subcutaneous glucose profile, density of plasma 

insulin, presence of glucose from meals in the overall bloodstream, and energy demands during physical exercises. 

Fitriyani, et al. [28] created a forecasting model for type 2 DM, hypertension, prehypertension, and chronic 

kidney disease using an ensemble learning technique. They attained accuracies of 96.74%, 85.73%, 75.78%, and 

100% across distinct datasets. In predicting type 2 DM, they categorized the outcome as positive or negative based 

on the glycosylated hemoglobin (glyhb) value. 

Barakat, et al. [29] formulated a support vector machine (SVM)-based framework to diagnose diabetes, 

achieving accuracy of 94%, sensitivity of 93%, and specificity of 94%. Similarly, Le, et al. [30] developed a machine 

learning model aimed at forecasting the occurrence of early-onset diabetes in patients. This plan used a wrapper-

based method to pick features, improving the Multilayer Perception (MLP) with Grey Wolf Optimization (GWO) 

and Adaptive Particle Swarm Optimization (APSO) to lower the number of input features that are needed. The 

outcomes they obtained demonstrated enhanced predictive precision, reaching 96% using GWO-MLP and 97% 

employing Adaptive Particle-Grey Wolf Optimization (APGWO)-MLP.  

The collection of data containing important attributes will assist in creating an optimal predictive model and 

offer enhanced support to healthcare professionals. In their research, Singh, et al. [31] introduced eDiaPredict, an 

ensemble-based approach, for predicting diabetes using the PIMA Indian diabetes dataset (PIDD). This technique 

yielded an accuracy level of 95%. This prediction approach involves an ensemble of various ML algorithms, 

including XGBoost, Random Forest, SVM, Neural Network, and Decision Tree (DT), to determine the diabetes 

status of individuals. 

Hasan, et al. [32] used the PIDD to develop an ensembling classifier. Classifiers from the ML toolbox including 

kNN, DTs, Random Forest, AdaBoost, Naive Bayes, and XGBoost, as well as the MLP, were used. To further 

enhance diabetes prediction, this research proposes weighted ensembling of several ML models, with individual 

model weights computed using the ML's AUC. Calculations reveal an AUC of 0.95. 
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Rajendra and Latifi [33] conducted their analysis with the Python Integrated Development Environment (IDE) 

and utilised logistic regression (LR) as the primary algorithm. The study employs information from both the PIMA 

Indian Diabetes dataset and the Vanderbilt dataset. There are two primary techniques used in the process of feature 

selection. Furthermore, they employ ensemble approaches, which, in comparison to a single model, provide more 

accurate predictions and boost overall performance. For dataset 1, the Max Voting Ensemble method gave the best 

accuracy, which was about 78%. For dataset 2, the Max Voting and Stacking Ensemble methods gave the best 

accuracy, which was about 93%.  

In order to determine the chance that a patient would suffer from type 2 diabetes, Raghavendran, et al. [34] 

analysed a dataset containing information from actual patients. With the use of classification algorithms, they 

examined the patient dataset to make diabetes forecasts. SVM, LR, kNN, DT, Random Forest, AdaBoost 

(AdaBoost), and Nave Bayes Classification are tested on the PIDD to determine which produces better results. As 

shown in their study, AdaBoost is highly effective, with a success rate of 95%. 

In this article, we utilized the "early-stage diabetes risk prediction dataset" from UCI’s ML repository, which 

comprises significant attributes [35, 36]. The Boruta feature selection algorithm was employed for feature 

selection, leading to the construction of the diabetes risk prediction model using the XGBoost, LightGBM, and 

random forest ML algorithms.  

 

3. MATERIALS AND METHODS 

Figure 1 depicts the proposed ML-based diabetes risk prediction model. The dataset has been preprocessed so 

that the categorical data has been replaced with integers. The data visualisation was accomplished in order to 

ascertain the relationship between the attributes and diabetes. The feature selection is accomplished through Boruta 

feature selection algorithm. Furthermore, up to the feature selection stage, the prediction accuracy has been 

evaluated using 19 ML classification algorithms. The dataset was split into two segments: the training set and the 

testing set, distributed in an 80:20 ratio. ML classifiers were used, and the model accuracy was calculated using the 

confusion matrix. The stability of the top three ML models, which exhibited the highest accuracy, was evaluated 

through repeated k-fold cross-validation.  

 

 
Figure 1. Machine learning based diabetes risk prediction model. 
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3.1. Data 

The publicly available diabetes dataset is collected from UCI’s ML repository and is available at [35]. The 

dataset contains 520 instances with 17 attributes. A medical professional approved the data collection process, 

which involved conducting direct surveys with patients at Sylhet Diabetes Hospital located in Sylhet, Bangladesh 

[36]. The description of the features is shown in Table 1. Except for the 'age' attribute, the dataset features are of 

the qualitative type. 

 

Table 1. Features description. 

Attribute name Data type Attribute description 

Age Quantitative Patients age in years 
Gender Qualitative Male or female 
Polyuria Qualitative Yes or no 
Polydipsia Qualitative Yes or no 
Sudden weight loss Qualitative Yes or no 
Weakness Qualitative Yes or no 

Polyphagia Qualitative Yes or no 
Genital thrush Qualitative Yes or no 
Visual blurring Qualitative Yes or no 
Itching Qualitative Yes or no 
Irritability Qualitative Yes or no 
Delayed healing Qualitative Yes or no 
Partial paresis Qualitative Yes or no 
Muscle stiffness Qualitative Yes or no 
Obesity Qualitative Yes or no 
Class Qualitative Positive (1) or negative (0) 

 

3.2. Data Pre-Processing 

Preprocessing and feature selection are significant steps in achieving a higher-precision model. The dataset's 

missing data has been checked, and categorical data has been replaced with integers. The ‘Age’ feature’s 

quantitative value has not been changed. The qualitative value of the ‘Gender’ feature has been replaced with ‘Male’ 

as ‘0’ and ‘Female’ as ‘1’. "Positive" and "negative" qualitative values in the "Class" feature are replaced with 1 and 

0, respectively. The other 14 features with ‘Yes’ and ‘No’ information have been replaced with ‘1’ and '0', 

respectively. According to the dataset, there are 320 instances of the diabetes positive class and 200 instances of the 

negative class. 

 

3.3. Data Visualization 

Numerous genetic factors play a role in diabetes. Symptoms of diabetes include polyuria, polydipsia, and 

significant weight loss. Figure 2 displays the distribution plots of the 16 attributes, highlighting their symmetry. 

The findings reveal that the features follow a normal distribution, eliminating the need for data normalization 

techniques on this dataset. 

Data insights further indicate that males have a higher infection rate compared to females. Patients presenting 

symptoms like polyuria, polydipsia, sudden weight loss, weakness, polyphagia, visual blurring, or partial paresis is 

more prone to diabetes. 
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Figure 2. Distribution plots. 
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3.4. Boruta Feature Selection Algorithm 

One of the most essential aspects of knowledge discovery from databases is feature selection. It is described as 

the method of identifying a subset of the feature set that is more appropriate and insightful for constructing the 

model. The Boruta feature selector is a wrapper method for feature selection designed to work with ensemble 

machine learning models like Random Forests. Its primary purpose is to identify and select important features for a 

predictive modeling task. 

Figure 3 displays the selected features using the Boruta feature selector algorithm. Boruta creates a duplicate 

copy of your feature set, forming a shadow set of features. This shadow set is used for comparison to determine 

feature importance. To ensure that Boruta is not biased by the original features, it randomly shuffles the values in 

the shadow features, breaking any existing relationships between the original features and the shadow features. 

Boruta performs multiple iterations of feature selection. It trains a Random Forest classifier on both the 

original features and the shadow features to evaluate the importance of each feature by measuring how effectively it 

separates the target variable. It then compares the performance of the original features with that of the shadow 

features. Features that significantly outperform their shadow counterparts are considered important, while those 

that do not are marked as unimportant and become candidates for removal. 

Features are selected based on their performance in separating the target variable, and Boruta keeps track of 

which features are considered important in each iteration. Boruta continues the iterations until no more features are 

marked as important. 

The ten features listed in the figure are considered important features and are used for model development. The 

features 'weakness,' 'genital thrush,' 'itching,' 'delayed healing,' 'muscle stiffness,' and 'obesity' have been excluded 

from the model’s development. 

 

 
Figure 3. Feature selection using Boruta algorithm. 

 

4. MACHINE LEARNING CLASSIFIERS 

In an inductive approach, the framework is designed to "learn" a function referred to as the "target function" in 

the context of supervised learning. This function represents a model that reflects the data. For this implementation, 

the dataset has been split into training and test sets with an 80:20 ratio. The training set comprises 416 instances, 

while the test set contains 104 instances. To predict diabetes, a set of 19 ML algorithms was utilized. The accuracy, 

AUC-ROC, and F1 score of 16 of these algorithms are presented in Table 2. Notably, the DT and extra tree 
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classifiers achieved an accuracy of 97% among these 16 algorithms. The remaining three ML algorithms—

XGBoost, LightGBM, and Random Forest—will be discussed in more detail. 

 

Table 2. ML classifier accuracy. 

ML algorithm Accuracy ROC AUC F1 score 

Decision tree classifier 0.97 0.97 0.97 
Extra tree classifier 0.97 0.97 0.97 

Stochastic gradient descent (SGD)classifier 0.96 0.96 0.96 

Quadratic discriminant analysis 0.96 0.95 0.96 

Logistic regression 0.95 0.95 0.95 

Linear SVC 0.95 0.95 0.95 

Calibrated classifier cross-validation (CV) 0.95 0.95 0.95 

Nu support vector classification (SVC) 0.94 0.93 0.94 

K Neighbors classifier 0.92 0.93 0.92 

Linear discriminant analysis 0.93 0.93 0.93 

Ridge classifier 0.93 0.93 0.93 

AdaBoost classifier 0.94 0.93 0.94 

Ridge classifier CV 0.92 0.92 0.92 

Passive aggressive classifier 0.91 0.91 0.91 
Gaussian Naive Bayes (NB) 0.91 0.9 0.91 
Perceptron 0.89 0.88 0.89 

 

4.1. XGBoost 

XGBoost algorithm is adopted from Chen and Guestrin [37] and the objective function is defined as: 

𝑜 =  ∑ 𝐿(𝑦𝑖 , 𝐹(𝑥𝑖)) + ∑ 𝑅(𝑓𝑘) + 𝐶𝑡
𝑘=1

𝑛
𝑖=1    (1) 

Where 𝑅(𝑓𝑘)represents the regularization term at the kth iteration, and C is a constant, which can be excluded 

selectively and 𝑅(𝑓𝑘)  is denoted as: 

𝑅(𝑓𝑘) = 𝛼𝐻 +
1

2
𝜂 ∑ 𝑤𝑗

2𝑛
𝑗=1     (2) 

Where α denotes the leaves complexity, H represents the number of leaf, η represents the penalty variable, and 

𝑤𝑗 is each leaf node output result. 

 
4.2. LightGBM 

LightGBM [38] operates in the direction of the gradient space G, originating from the input space X. A 
training set is assumed with instances such as x1, x2, and up to xn, where every attribute is a vector in the space X 
with s dimensions. All loss function negative gradients corresponding to the output model represented as g1, 
g2,…,gn in each restatement of a gradient boosting. 

Let ‘O’ represents a set of data for training of a DT, the mean squared error of dividing measure ‘j’ at a point ‘d’ 
is stated as, 

𝑉𝑗|𝑜(𝑑) =  
1

𝑛𝑜
(

(∑{𝑋𝑖∈𝑂:𝑋𝑖𝑗≤𝑑}𝑔𝑖)
2

𝑛𝑙|𝑜
𝑗

(𝑑)
+

(∑{𝑋𝑖∈𝑂:𝑋𝑖𝑗>𝑑}𝑔𝑖)
2

𝑛𝑟|𝑜
𝑗

(𝑑)
)  (3) 

Where𝑛𝑜 = ∑ 𝐼[𝑋𝑖 ∈ 𝑜], 𝑛𝑙|𝑜
𝑗 (𝑑)  =  ∑ 𝐼[𝑋𝑖 ∈ 𝑜: 𝑋𝑖𝑗≤𝑑] 𝑎𝑛𝑑 𝑛𝑟|𝑜

𝑗 (𝑑) =  ∑ 𝐼[𝑋𝑖 ∈ 𝑂: 𝑋𝑖𝑗>𝑑] 

 
4.3. Random Forest 

The random forest [39] creates numerous decision trees and combines them to generate predictions that are 
both more accurate and consistent. The number of estimators is assigned as 50 for the random forest classifier. The 
node's importance is calculated as,  

𝑛𝑖𝑗 =  𝑤𝑗𝐶𝑗 −  𝑤𝑙𝑒𝑓𝑡(𝑗)𝐶𝑙𝑒𝑓𝑡(𝑗) − 𝑤𝑟𝑖𝑔ℎ𝑡(𝑗)𝐶𝑟𝑖𝑔ℎ𝑡(𝑗)  (4) 

The equation represents the impurity value (Cj) of node j, where wj corresponds to the weighted sample size 
entering node j. Additionally, right(j) and left(j) denote the child nodes resulting from the right and left splits on 
node j, respectively. 

The relevance of individual attribute is, 

𝑓𝑖𝑖 =  
∑ 𝑗:𝑛𝑜𝑑𝑒𝑗𝑠𝑝𝑙𝑖𝑡𝑠𝑜𝑛𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑖𝑛𝑖𝑗

∑ 𝑘∈𝑎𝑙𝑙𝑛𝑜𝑑𝑒𝑠𝑛𝑖𝑘
    (5) 
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4.4. Performance Metrics 
The evaluation of the classification model's accuracy is conducted through performance metrics extracted from 

the confusion matrix. Accuracy, precision, recall, and F1 score can be formally expressed as shown in Equations 6, 
7, 8, and 9 correspondingly. 

% 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑋 100 (6) 

 

Precision (p) = =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
     (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑟) =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
𝑋 100    (8) 

 

f1 score =
(2∗p∗r)

(p+r)
        (9) 

 

5. RESULTS AND DISCUSSION 
Significant conclusions about ML and data mining are drawn from the existing comprehensive review. It's 

interesting to note that most of the articles that have been published have improved the accuracy of DM prediction 
classification by more than 80%. 

In this work, for initial validation, the number of training set and test set instances is 416 and 104, respectively, 
with 10 attributes. The number of estimators is assigned as 50 for the random forest classifier. Table 3 displays the 
performance metrics using Equations 6 to 9 for the three ML classifiers that are proposed. Figure 4 illustrates the 
confusion matrix for the three models. The ROC curves of the ML classifiers are shown in Figure 5. The ROC plot 
serves as an assessment tool for gauging the performance of each classification model. Enhanced testing involves 
reference points clustered towards the upper-left corner of the ROC chart. The accuracy of the model has been 
computed using Equation 6. The training accuracy of the XGBoost, LightGBM, and Random Forest ML 
algorithms was 98.79%, 99.52%, and 100%, respectively, with an 80:20 data split. The testing accuracy is 99.33% for 
all of the models. The AUC values for the XGBoost, LightGBM, and Random Forest ML algorithms were 0.99, 
0.99, and 1, respectively. Based on the findings, all three models exhibited strong performance, with the Random 
Forest model outperforming the other two. 

 

Table 3. ML classifier accuracy. 

ML classifier 

Accuracy (%) Precision Recall f1-score 

Training 
set 

Test 
set 

Negative 
(0) 

Positive 
(1) 

Negative 
(0) 

Positive 
(1) 

Negative 
(0) 

Positive 
(1) 

XGBoost 98.79 99.03 1 0.98 0.98 1 0.99 0.99 
LightGBM 99.52 99.03 1 0.98 0.98 1 0.99 0.99 
Random forest 100 99.03 0.98 1 1 0.98 0.99 0.99 

 

 
Figure 4. Confusion matrix of ML Classifiers (a) LightGBM (b) XGBoost (c) Random forest. 
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Figure 5. Receiver operating characteristic (ROC) curves of ML Classifiers (a) LightGBM (b) XGBoost (c) Random forest. 

 
5.1. Repeated K-Fold Cross Validation 

The standard method for assessing the performance of a ML algorithm on a dataset is by using k-fold cross-
validation. Yet, a single run of this method might yield a less precise performance evaluation due to potential 
variations caused by data splitting. To enhance the reliability of evaluating a ML model, a technique called repeated 
k-fold cross-validation is utilized. This method uses cross-validation more than once. The average result from all 
the iterations and folds give a more accurate picture of how well the algorithm actually worked on the dataset, and 
this evaluation lessens the effect of standard errors. The results of repeated k-fold cross-validation for the 
LightGBM, XGBoost, and random forest algorithms using the early-stage diabetes risk prediction dataset are 

shown in Figure 6. The repeated k-fold cross-validation was conducted with 10-fold and 15 repetitions. Table 4 
provides the numerical figures of the three ML algorithms. The LightGBM, XGBoost, and random forest 
classification algorithms provide the mean accuracy of 97.22%, 97.37%, and 98.13%, respectively, with 10-fold and 
15 repeats on the dataset. 

 

Table 4. 10-Fold cross-validation with 15 repeats. 

No of repeat Random forest XGBoost LightGBM 

Mean 
accuracy 

Standard 
error 

Mean 
accuracy 

Standard 
error 

Mean 
accuracy 

Standard 
error 

1 0.9827 0.008 0.9769 0.007 0.9731 0.009 
2 0.9827 0.004 0.9740 0.005 0.9712 0.006 
3 0.9821 0.004 0.9744 0.005 0.9718 0.005 
4 0.9793 0.003 0.9736 0.004 0.9712 0.004 

5 0.9827 0.003 0.9731 0.003 0.9712 0.003 
6 0.9804 0.002 0.9734 0.003 0.9718 0.003 
7 0.9802 0.002 0.9734 0.003 0.9720 0.003 
8 0.9822 0.002 0.9733 0.002 0.9721 0.003 
9 0.9812 0.002 0.9731 0.002 0.9722 0.002 
10 0.9813 0.002 0.9727 0.002 0.9721 0.002 
11 0.9811 0.002 0.9731 0.002 0.9726 0.002 
12 0.9809 0.002 0.9736 0.002 0.9729 0.002 
13 0.9812 0.001 0.9734 0.002 0.9728 0.002 
14 0.9812 0.002 0.9732 0.002 0.9729 0.002 
15 0.9810 0.002 0.9736 0.002 0.9732 0.002 
Mean accuracy 0.9813 

 
0.9737 

 
0.9722 
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Table 5. Comparison of ML classifier accuracy with existing models. 

 ML classifier Accuracy 

Existing model 

Type 2 DM – ensemble learning approach [28] 96.74% 
Support vector machine-based model [29] 94% 
GWO - MLP [30] 96% 
APGWO – MLP [30] 97% 

Proposed model 
XGBoost 97.37% 
LightGBM 97.22% 
Random forest 98.13% 

 

 

 

 
Figure 6. Repeated k-fold cross-validation (a) LightGBM (b) XGBoost (c) Random forest. 

 
Table 5 provides a comparison of accuracy between the newly developed model and existing ones, highlighting 

the superior performance of the developed model. Specifically, the XGBoost, LightGBM, and Random Forest ML 
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algorithms demonstrate enhanced accuracy compared to other methods, with the random forest classification 
algorithm achieving the highest accuracy rate of 98.13%. 
 
6. CONCLUSION 

The identification of datasets with significant features aids in the development of the best diabetic risk 
prediction model. The data insights will be useful in analyzing the features' relationship with the target. The 
preprocessing and attribute selection methods based on the Boruta feature selection algorithm aided in achieving 
high-accuracy results. For training and evaluation, 10 features and 520 instances were taken into account. The 
training accuracy of the XGBoost, LightGBM, and Random Forest ML algorithms was found to be 98.79%, 
99.52%, and 100%, respectively, with an 80:20 data split. For all of the models, the test set accuracy is obtained at 
99.03 % with an 80:20 data split. The LightGBM, XGBoost, and random forest classification algorithms provide the 
mean accuracy of 97.22%, 97.37%, and 98.13%, respectively, with 10-fold and 15 repeats on the dataset. According 
to the results, all three models performed well, with the random forest algorithm gaining better accuracy as well as 
ROC. This work has the potential to be applied in real-world medical care and be a useful tool for practitioners. In 
the future, a large dataset can be made, and then a deep learning-based prediction model can be put into place. 
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