ABSTRACT

High Utility Pattern Mining (HUPM) has a wide range of applications, including making recommendations, detecting outliers, analyzing customer behaviors, and solving a wide range of other problems. In fact, unlike other important data mining tasks such as outlier analysis and classification, high utility pattern mining can be used as an intermediary tool for providing pattern-centered insights for other data mining tasks. In this paper, we look at a wide range of different applications of high utility pattern mining that are available in the literature. We gathered the literature review papers from different resources based on the keywords related to the applications of high utility pattern mining. Then we classified the existing research papers into different categories according to the domain application, then we summarize the proposed method of each paper and the datasets used for the evaluation process. Rather than providing a full discussion of every possible application, the objective of this paper is to give readers an overview of what is feasible when high utility pattern mining approaches are used. This paper can help researchers to apply the techniques of high utility pattern mining to solve real-time problems and it can help to explore other possible domains to apply high utility pattern mining techniques by proposing new methods and evaluating them accordingly.

Contribution/Originality: An extensive literature review was done to analyze the existing research papers related to the application of high utility pattern mining. Summarize the existing literature related to the application of high utility pattern mining, their proposed methods, and the datasets used to evaluate them. Give a brief overview of the possible domains to apply the idea of high utility pattern mining to solve some real time problems.

1. INTRODUCTION

The idea of High Utility Pattern Mining (HUPM) was first introduced by Yao, Hong and his coauthors in Yao, et al. [1]. The primary motivation for this concept is to overcome the limitations of Frequent Itemset Mining (FIM) [2], which focuses exclusively on the frequency of items in a transactional database and ignores other factors such as the quantity of the product purchased and the profit earned from these products. On the other hand, High Utility Pattern Mining considers the number of items purchased and additional factors that reflect the product's usefulness; these additional factors are referred to as utility factors such as profit, cost, expiration date, storage safety, and any other factor that reflects the user's preferences.

For the last decade, researchers in the data mining community have attempted to develop various approaches for mining high utility patterns; these approaches can be classified as level-wise approaches such as Ho, et al. [3];
The applications of high utility pattern mining are quite diverse, spanning a wide range of fields and incorporating data from a variety of distinct data domains. To address the unique challenges that are special to each domain, different types of variations of high utility pattern mining may be employed in conjunction with each other. For example, the kind of patterns that can be discovered in the context of geographic, multimedia, temporal, or biological data will be vastly different from one another. The following are some instances of the enormous number of areas and data domains where the idea of high utility pattern mining is applied:

1- Affinity Analysis: It’s one of the data mining techniques for discovering meaningful relationships between different entities based on their co-occurrence in a dataset and selecting a set of entities that generate high benefits to the retail businesses. It is possible to gain important knowledge regarding unforeseen trends from practically any system or process by using affinity analysis techniques. In reality, affinity analysis makes use of the fact that it studies attributes that are related to one another, which aids in the discovery of hidden patterns in large amounts of data by developing association rules between the attributes.

2- Customer Behaviour Analysis: high utility pattern mining can be applied for analyzing customer behavior and finding a group of customers who contribute the most to the retail business’s revenue. To put it another way, the concept is that regular connections between client purchasing behavior can be exploited to make valuable business decisions.

3- Spatiotemporal data analysis: Spatial data refers to the data where the items have both spatial and non-spatial characteristics such as the temperature readings on the sea surface. In such circumstances, high utility pattern mining can be used to define meaningful links between the spatial and non-spatial characteristics of the items. Spatiotemporal data, such as route data, may be studied using high utility pattern mining techniques. In particular, high utility pattern mining may be utilized to identify the critical parts of routes that are often utilized throughout the time.

4- Text Mining Applications: text mining is the process of transforming the text data from an unstructured format to a text with a structured format to identify meaningful patterns and new insights. High utility pattern mining has been used a lot in this domain to solve many problems.

5- Healthcare and Biomedical applications Applications: It is possible to forecast future trends, increase outreach, and even better regulate the spread of illnesses through the use of healthcare analytics. Insights may be gained at both the global and local levels in this diverse domain. It can lead to improvements in the quality of patient care, clinical information, diagnostics, and business development. High utility pattern mining can be used in the healthcare domain in many different ways for example it can be used for disease diagnostic by finding a set of symptoms that highly cause the respective disease.

6- Web Mining Applications: Web Mining is the process of looking for patterns in large amounts of unstructured data on the World Wide Web using data mining tools. It employs automated methods to obtain useful patterns from web pages, server logs, and link structures. High utility sequential pattern mining algorithms can be used to determine relevant traversal patterns from Weblogs. These traversal patterns can be utilized to construct and manage Web pages.

7- Outliers Detection: A measurement's variability, experimental mistakes, or novelty may be indicated by outliers, which are extreme observations that depart from the rest of the observations in the data. To put it another way, an outlier is an observation that deviates from the main trend in a collection of data. High
utility pattern mining can be utilized for outliers detection by extracting patterns with the least/ highest utility value.

A brief literature review of the research papers published previously in the above-mentioned application areas of high utility pattern mining will be presented in the next section. The number of potential applications for high utility pattern mining is diverse, and they can be found in a variety of disciplines. The primary purpose of this study is to present an overview of the scenario, with a particular emphasis on the important scenarios in which high utility pattern mining can be implemented. This will equip the readers with the tools necessary to comprehend how these strategies can be applied in a variety of situations.

2. LITERATURE REVIEW

In this section, the previous research papers published in the above-mentioned domain applications will be presented in detail.

Figure 1 depicts the number of papers that have been published in different domain applications as per our knowledge and our search results based on different keywords related to applications of high utility pattern mining.
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**Figure 1.** Ratio of papers published in different domain applications.

2.1. High Utility Pattern Mining for Affinity Analysis

Using a sliding-window-based technique of the data streams, the authors in Amaranatha and Hazarath [22] introduced a unique approach named "Extended Global Utility Item-sets Tree (EGUI-tree)" that can be used to retrieve high utility itemsets from a retail market data stream that contains both positive and negative profit items. Experimentation on real-world datasets reveals that the proposed EGUI-tree approach is both fast and more scalable than the existing standards.

A new strategy was proposed by Gan, et al. [23] for identifying non-redundant, correlated purchasing behavior by taking into account both the usefulness of the behavior and the degree of correlation. Patterns with high profit and strong correlation may be produced, which can lead to a stronger recall and disclose superior precision. The proposed technique is based on a database projection technique and uses different pruning strategies to reduce the search space. After conducting a thorough experiment, it was discovered that the proposed innovative non-redundant correlated high-utility pattern outperforms the existing algorithms in terms of efficacy. Furthermore, the suggested algorithm is both time and memory efficient when compared to the existing algorithms.

Applying the idea of high utility pattern mining for cross-selling strategy was done in Padhye and Deshmukh [24]. The proposed method will first generate the rules associating the products, then by using objective function it...
estimates the cross-selling profit of each rule. When selling to existing clients, it’s said to be cross-selling them. For suggestion purposes, cross-selling makes use of products in the subsequent section of a rule, and with the implementation of a rule, it offers information on future profits. To optimize profit, administrators may utilize this knowledge on cross-selling margins, and the products that will be sold in the future are likely to also be high-utility products.

2.2. High Utility Pattern Mining for Customer Behaviour Analysis

To discover high-utility mobile sequential patterns, the researchers in Shie, et al. [25] integrated mobile data mining with utility mining techniques. The authors proposed two algorithms, one is based on a level-wise approach and the other is based on a tree-based approach. Through the use of experimental evaluations, a series of studies and comparisons of the performance of the two different types of algorithms are made. In particular, the findings demonstrate that the suggested algorithms surpass the current best mobile sequential patterns and that the tree-based algorithms outperform the level-wise algorithms under a variety of scenarios.

To increase the retailer’s profit, the authors in Mondal, et al. [26] designed a new method named “Product Expiry-Aware and Revenue-conscious itemset placement scheme (PEAR)”. The proposed method is a product placement method that is designed to increase store revenue by taking into consideration both product expiry and revenue considerations. The significant contributions of this work are divided into three categories. The challenge of managing retail itemset placement when the items might be connected with varied time periods of expiry is introduced first. Second, they suggest the expiry-aware PEAR system, which allows for the effective identification and placement of high-revenue itemsets, resulting in increased merchant income. Performance analysis was conducted using two real datasets and the results demonstrated that the proposed model is efficient in increasing retailer’s revenue.

2.3. High Utility Pattern Mining for Spatiotemporal Data Analysis

The majority of earlier research concentrated on extracting high utility itemsets from transactional databases without taking into account the spatial and temporal features of items. To address this problem, the authors in Bommisetty, et al. [27] suggested a more flexible model of spatial high utility itemsets (SHUIs) that exist in spatiotemporal databases. Generally speaking, in a spatiotemporal database, an itemset is considered to be an SHUI if the utility of any of its items is more than a user-specified minimum utility threshold value, and the distance between any two of its items is greater than a user-specified maximum distance threshold value.

The study in Kiran, et al. [28] proposes a more flexible distributed technique to identify all needed itemsets from a database utilising the Spark in-memory computing architecture, which is built on the distributed computing paradigm. This article introduces many unique pruning ways to reduce the research scope. The strategy that is being presented incorporates a number of Spark’s benefits, including decreased communication costs, fault tolerance, and excellent scalability.

2.4. High Utility Pattern Mining for Text Mining Applications

High utility itemset mining has been applied for academic literature recommendation in Liang, et al. [29]. The authors of this work considered the references cited by a paper as an internal utility which can be either 1 or 0. The external utility in this work is a subjective value given by the user which represents the importance of that reference to the user. The recommendation in this approach is based on two steps. The first step is content-based filtering and the second one is high utility references recommendation. Experimental study using a real-world dataset have demonstrated the effectiveness of the proposed technique in producing customised suggestions without degrading their quality much.
For topics detection from microblog streams, the researchers in Huang, et al. [30] proposed a clustering framework that is based on high utility pattern mining. The proposed framework will identify a set of typical patterns from the microblog streams and then organize these patterns into subject clusters. Furthermore, the suggested framework is capable of detecting both previously identified topics and newly emerging topics at the same time. In-depth experiments study using Twitter and Sina Weibo streams demonstrate that the proposed method outperforms conventional topic detection algorithms.

The previous work for academic literature recommendation [29] was done based on static data. The authors in Dhanda and Verma [31] proposed a customized recommendation system that can recognize the ever-growing nature of research article repositories and adjust its recommendations accordingly. The results of the experimental study conducted by the authors demonstrate that the proposed method meets the researcher's specific criteria while also effectively dealing with the growing nature of the repository of the research papers.

Text clustering is a crucial topic in the field of text mining. The authors in Tran, et al. [32] designed a new technique for text clustering based on "frequent_weighted_utility_itemsets (FWUI)". The proposed technique calculates the frequency of each term in documents to create a weight matrix for all documents. After this, FWUI will be extracted from the number matrix and the weights of terms in documents. Finally, the documents will be clustered together based on frequent utility itemsets. The suggested method has been tested on three data sets, each of which had 1,600 documents spanning 16 different topics. The experimental results demonstrate that the proposed strategy enhances the accuracy of text clustering when compared to methods that make use of frequent itemset mining.

Emerging topic detection from Twitter was done by the authors in Choi and Park [33] using a high utility items set mining technique that takes into account the frequency and utility of each pattern. For a set of tweets and by using a time-based windowing on the Twitter stream, the utility of words will be defined based on how often they appear and words with high frequency and high utility will be retrieved. The efficiency of the proposed method was shown by the experimental findings, which indicated greater performance and a shorter running time when compared to other examined topic detection methods. Specifically and in relation to the three datasets used for the experimental analysis, the suggested method demonstrated a 5 percent higher topic recall than the other evaluated methods.

In Demir, et al. [34] a new method that integrates high utility pattern mining and aspect-based sentiment analysis techniques to identify the group of features that have the potential to boost profits and those that must be enhanced in order to increase the level of user satisfaction. Testing the suggested method's pattern extraction against baseline methods reveals extremely profitable feature groups that can be discovered.

The majority of currently available techniques to news recommendation employ users' clicks as implicit feedback to better understand their behavior. "Clicks," on the other hand, may not be a reliable predictor of the users' real interests. A new and innovative news recommender system based on a news utility model is proposed in Zihayat, et al. [35]. The proposed method performs two steps for news recommendation. Initial recommendations are generated at the article level using utility models, which are subsequently combined with probabilistic topic models to provide topic level recommendation rules by the proposed method. Using a big real-world dataset gathered from a prominent newspaper in Canada to evaluate the proposed method, the results show that the proposed method outperforms the existing approaches.

The High Average Utility Pattern Mining (HAUPM) technique is used by the authors in Belhadi, et al. [36] for hashtag recommendation. There are two major steps in the proposed method. Offline processing converts the Twitter corpus into a transactional database based on the timestamps of the tweets that have been tagged (tweets with hashtags). To get the top k high average utility patterns over time. Irrelevant tagged tweets and their ontology are also built offline. Online processing inputs the utility patterns, ontology, and irrelevant tagged tweets to extract the most relevant tags for a specific orpheline tweet (tweet without hashtags). Comprehensive analyses
were carried out on a massive collection of tweets in order to better understand how they work. In terms of the quality of recommended hashtags as well as processing runtime, the proposed technique surpasses existing state-of-the-art hashtag recommender systems.

2.5. High Utility Pattern Mining for Healthcare and Biomedical Applications

Cerebellar Ataxia (CA) is a neurological condition characterized by poor coordination of movement and balance issues. It affects the cerebellum and affects the mobility and balance of the patient. The Heel-knee-shin test and the rapid alternating movements test are two main tests for evaluating CA. The authors in Jin, et al. [37], presented a non-contact approach for detecting CA and explores the practicality of using this method. Using wireless sensors operating in a frequency range of C-band, this body sensor network can collect data related to both types of tests without being noticed by the patient being tested. The results of the tests yield a wealth of helpful information on human health, which is extremely important to the participants who take part in the testing. The collected data from testing includes a lot of important and hidden information on human health that is extremely valuable to individuals. As a result, utility pattern mining (UPM) is employed for the goal of mining the activity patterns of individuals. The authors discover that the amplitude information included in the patients' activity patterns varies substantially amongst them. They were able to extract the amplitude information that was useful in assessing the test findings and determining whether the test was positive or negative. After that, they employed several classification techniques, such as "Support Vector Machines (SVM)", to classify the data samples.

A technique named "(Top-k Impactful Itemsets Miner)" is suggested in Liu, et al. [38] for determining the connections between the levels of gene expression. This method requires the user to specify the value for k, to be able to extract the most important top-k co-expressed genes. To assign various weights to different genes, a table with influence levels for each gene was generated based on the number of neighboring genes that are differentially expressed in the dataset inside gene regulatory networks for each gene. At last, the top-k significant itemsets were manually assessed using existing literature and examined using a Gene Ontology enrichment approach to determine which itemsets were the most significant. Two publicly accessible time course microarray datasets with two distinct experimental settings were used to assess the suggested approach. Co-expressed gene sets were discovered in both datasets and exhibited more accuracy for the proposed technique than the two comparable control approaches.

2.6. High Utility Pattern Mining for Web Mining Applications

For mining high utility web access sequences from static and incremental datasets, a new method was proposed in Ahmed, et al. [39]. The proposed method is based on two novel tree structures and it doesn't scan the dataset multiple times. Intensive performance tests have revealed that the proposed technique is extremely efficient for mining high utility web access sequences from static and incremental datasets, demonstrating that it is both fast and accurate.

2.7. High Utility Pattern Mining for Outliers Detection

To detect outliers effectively from weighted stream data, the authors in Cai, et al. [40] designed a two-phase method called "Minimal Weighted Rare Pattern Mining approach (MWRPM-Outlier)". The first phase is called the pattern mining phase, where a method known as MWRPM is proposed to quickly mine the least weighted rare patterns, and then two deviation factors are created in the outlier detection phase (second phase) to quantify the anomalous degree of each transaction on the weight data stream.
<table>
<thead>
<tr>
<th>Reference No</th>
<th>Paper Title</th>
<th>Domain Application</th>
<th>Proposed Method</th>
<th>Dataset for Performance Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>High Utility Itemset Mining from retail market data stream with various discount strategies using EGUI-tree (2021)</td>
<td>Affinity Analysis</td>
<td>A tree-based approach called Extended Global Utility Item-sets Tree (EGUI-tree)</td>
<td>Retail market from SPMF</td>
</tr>
</tbody>
</table>
| [23]        | Extracting non-redundant correlated purchase behaviors by utility measure (2017) | Affinity Analysis           | A projection-based algorithm named as non-redundant Correlated High-Utility Itemset Mining (CoHUIM) | 1- Real-world datasets:  
i. Foodmart  
ii. Retail  
iii. Chess.  
iv. Mushroom.  
2- Synthesis data  
i. T10I4D100K  
ii. T5I2N2KD100K |
| [27]        | Discovering spatial high utility itemsets in spatiotemporal databases (2021). | Spatiotemporal Data Analysis | A fast single scan algorithm, called SHUI-Miner.                                | (Traffic) congestion database provided by JARTIC |
i. T10I4D100K  
ii. T10I4D100K.50X  
2- Real-world datasets:  
i. Congestion, Kosarak  
ii. Connect |
2- SinaSet. |
| [31]        | Recommender System for Academic Literature with Incremental Dataset (2016). | Text Mining Applications    | Modified Recommendation Systems that can comprehend the ever-expanding characteristics of the research article repository | ACL Anthology Network            |
1- www.vnexpress.net  
2- dantri.com.vn  
3- thanhnien.vn |
| [33]        | Emerging topic detection in Twitter stream based on high utility pattern mining (2019). | Text Mining Applications    | HUPM based method for detecting emerging topics from Twitter stream data.       | Twitter data used for topic detection that include tweets about:  
1- FA Cup Final.  
2- Super Tuesday.  
3- US Elections. |
| [34]        | Extracting Potentially High Profit Product Feature Groups by Using High Utility Pattern | Text Mining Applications    | A new method that combines aspect-based sentiment analysis and high              | Real-world datasets:  
1- Mobile phones (Turkish language). |
Table 1 presents a summary of the aforementioned research papers, it gives the domain application of the research paper, the proposed method, and datasets used to evaluate each paper.

3. POSSIBLE AREA FOR APPLYING HUPM

In the previous section for the literature review, we tried to give an overview of different domains where the idea of high utility pattern mining (HUPM) was applied to solve different problems. In this section, we will present our view on some of the possible areas to apply HUPM algorithm for discovering interesting and hidden patterns.

3.1. Online Advertisements

High utility pattern mining can be applied for online advertising that we usually see while browsing websites. It can help in selecting a set of ads that can be displayed on a web page by making sure that these ads are most clicked and generate high revenue when the users click them.

3.1.1. Example Data

As we can see from the example data given in Table 2 and Table 3, the historical data for each webpage and the set of ads in that webpage are given as a transaction data in Table 2. Here each ad is associated with a number of times that has been clicked by the visitors of the webpage. The amount of revenue generated every time a visitor clicks the respective ad is shown in Table 3. High utility pattern mining in this case can help in selecting a set of ads that can be shown on a webpage to increase the revenue from online advertisement.
3.2. Team Selection

If we want to select a team of members by considering that the members of the team have worked together before and they have high productivity, then we can apply the idea of high utility pattern mining.

3.2.1. Example Data

Table 4, shows the transaction data for team members where every row represents a team that was formed by n number of members. Table 5, shows the productivity rate (utility) of each member. Applying high utility pattern mining methods can help in selecting a team with high productivity. This idea can also be used in selecting a group of machines that work together. The utility can be chosen based on the domain application.

<table>
<thead>
<tr>
<th>Team</th>
<th>Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team1</td>
<td>M1, M3, M5, M6</td>
</tr>
<tr>
<td>Team2</td>
<td>M3, M4, M6</td>
</tr>
<tr>
<td>Team3</td>
<td>M1, M2, M5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Member</th>
<th>Productivity Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>8</td>
</tr>
<tr>
<td>M2</td>
<td>6</td>
</tr>
<tr>
<td>M3</td>
<td>10</td>
</tr>
<tr>
<td>M4</td>
<td>7</td>
</tr>
<tr>
<td>M5</td>
<td>2</td>
</tr>
<tr>
<td>M6</td>
<td>4</td>
</tr>
</tbody>
</table>

3.3. Recommendation Systems

High utility pattern mining can be used to build recommender systems for many domain applications such as products recommendation in e-commerce, news recommendations, movies or music recommendations, books recommendations, and many more. Although recommendation systems have been proposed in the literature, most of these systems assume the profit to be the only factor for utility and they ignore other important factors such as cost, safety to store, expiry time, …, etc. There is a need for developing recommender systems that consider multiple factors for utility and balance these factors to measure the overall utility gain [41].
3.4. As a Tool for other Data Mining Techniques

High utility pattern mining can be used as a helping tool for other data mining techniques such as classification and clustering. For example in clustering, HUPM can help in clustering the data based on the utility factor.

3.5. Bug Detection in Software Programs

Identifying defects in software programs can be done using high utility pattern mining which can help in finding the most relevant trends in the underlying data.

4. CONCLUSION

In this article, a survey of the most significant applications of high utility pattern mining is presented for your perusal. In addition to customer behaviour analysis, affinity analysis, spatiotemporal data analysis, healthcare data analysis, and text or web mining applications, high utility pattern mining has been applied to a wide range of domain applications and different types of data. These applications include, but are not limited to, web mining and text mining. In this article, several potential domains are outlined, each of which is capable of making use of the methods of high utility pattern mining. There is a possibility that there are a great number of other sectors in which we may use high utility pattern mining in order to identify intriguing patterns in the underlying data.
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