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Drought is one of the biggest challenges that environmentalists face today because of 
rapidly evolving climate. The negative impacts of drought on the economy, humans and 
other living organisms endure long after the ending of drought, and with time its 
intensity also increases. One way to fight the adverse effects of drought is to perform 
drought prediction and so that appropriate decisions can be made accordingly. Drought 
prediction can be made considering vegetation and water level in any region therefore, 
in this research we are using satellite images to predict drought conditions and its 
various stages, like if it is about to come or it has passed. All these predictions will be 
helpful for authorities to make informed decisions. We are employing supervised 
machine learning nevertheless to obtain the best results. We are using boosting and 
bagging which is ensemble supervised machine learning techniques. The experiments 
performed proved that bagging is better than boosting classifiers and it is less 
computationally expensive; and boosting on the other hand is less accurate and 
computationally expensive.  
 

Contribution/Originality: This research performs drought prediction on tharparkar district using raw satellite 

imagery and ensemble machine learning techniques.    
 

1. INTRODUCTION 
Droughts are geological phenomena that typically begin with a precipitation deficit which can contribute to 

tremendous socio-economic losses[1]. As droughts have a direct association with water supply, their changing 
dynamics can have a significant effect on water distress, agricultural development and environmental sustainability 
due to climate change. Droughts have indeed caused serious economic damage and caused food shortage and water 
scarcity in Pakistan in the past [2]. Therefore, for early warning, planning and prevention, there is a need to 
reliably forecast drought conditions in order to mitigate their damaging consequences. Owing to the nature of their 
sources and spatiotemporal sizes at which they occur, the estimation of droughts has remained problematic for 
climatologists and environmental scientists [3]. In general, to forecast droughts mathematical, complex and hybrid 
models are used [4]. Empirical relationships between climate variables and drought indices experimental 
measurement are used in mathematical forecast models to forecast droughts [4]. Machine learning (ML) 
algorithms provide capability to learn and advance from previous data automatically without being programmed 
explicitly. In various hydro - climatic applications such as rainfall prediction, various ML algorithms are used to 
develop models that can simulate non-linear and linear correlations among predictor variables and predictions [5]. 
Many ML techniques such as ANN, Random Forest and SVM have been used to model the dynamic nonlinear 
relationships between drought indices (e.g. standard precipitation index, Enhanced Vegetation Index) and 
predictors in forecasting droughts [6]. In this research, we are targeting the Tharparkar district of Pakistan which 
is one of the most vulnerable region to drought in pakistan, drought is directly related to vegetation and water so 
with the help of raw satellite images, machine learning models are created to make prediction that whether the 
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picture shows drought condition, pre-drought condition, post drought condition or there is no drought. At any 
point in time the condition on land must belong to any of these four stages which shows that our model will be 
providing robust results as all possible classes for drought conditions are covered. 
 

2. RELATED WORK 
Many droughts have existed in various areas of the world in the recent years. For instance, the drought in East 

Africa (2010–2011), the drought in Texas (2012), the drought in the United States of Central Great Plains (2012) 

and the drought in California (2012−2015) [3] the drought in Australia (1997–2010) [7] the drought in Sahel 

(2012) and the drought in Pakistan in (1997–2003) [8]. These effects are far more severe in Pakistan, which is 
among the most vulnerable regions to drought given the enormous reliance on agriculture. In Pakistan, almost 43% 
of the national workforce is working in agriculture [9]. Prediction of drought is one of the most serious concerns of 
meteorologists so that various techniques are used to predict  drought by different researchers. As in Khan, et al. 
[10] For the prediction of extreme drought areas considering non-rainfall, severe drought area prediction (SDAP) 
is suggested. In study [11] a well-known mathematical machine learning tool, Support Vector Machine (SVM), is 
used to predict seasonal variations of the Uniform Precipitation Index (SPI) in four reservoir basins that supply the 
water requirements of the capital city of Iran, Tehran for drought prediction. The research in Gomes, et al. [12] 
investigated the NDVI-LST relationship in a tropical environment in the Tietê River, State of São Paulo, Brazil, 
through the Vegetation Health Index (VHI) through satellite imagery to determine improvements in vegetation 
condition in two periods (2000 and 2014). According to research in Khan et al. (2020) it is stated that SVM is one of 
the common algorithms used for the prediction. However in our research we are  not using compact supervised 
machine learning algorithms but we are  using ensemble supervised machine learning i.e. boosting and bagging.  
 

3. AREA OF STUDY 
The region chosen for the study is the District of Tharparkar from Sindh Pakistan. Tharparkar is situated 

between the longitudes and latitudes of 69° 3′ 35′′ E and 71° 7′ 47′′ E, 24° 9′ 35′′ N and 25° 43′ 6′′ N. According to 
the 2017 census, the population of Tharparkar is 165,966,1. Except for a few agricultural areas, Tharparkar is 
largely desert. In the past, it has been the apex of several droughts, which is the main reason behind the choice of 
this area of research. In the Tharparkar district, there are 7 talukas, namely Chachro, Dali, Diplo, Islamkot, Kaloi, 
Mithi and Nagarparkar. Figure 1 shows the map of the study area. Figure 1 is created using GIS for the purpose of 

this research.   
 

 

Figure-1. Study area map of Tharparkar. 
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4. DATASET 
Dataset used in this research consists of satellite images which were taken from all 7 talukas of tharparkar 

district and labeled as pre-drought, drought, post drought and no drought. The Dataset consists of pictures from 
2002 to 2020. This dataset is gathered using google earth pro. The Figure 2 shows the frequency of images for each 
class, there are 323, 432, 53 and 276 images for class no drought, drought, after drought and before drought 
respectively.    
 

 

Figure-2. Dataset label frequency Pie chart. 

 

5. METHODOLOGY 
Ensemble approaches are designed to enhance the predictive efficiency of a given mathematical learning or 

model fitting methodology. Rather than using a singular fit method, the basic theory of ensemble methods is to 
construct a linear combination of certain model fitting methods. 
 

5.1. Bagging Ensemble Technique 
With bagging Yaman and Subasi [13] the goal is to fit multiple separate models and find the average of  

respective predictions in order to develop a model which has lower variance. In bagging, it builds several bootstrap 
samples such that each new bootstrap sample can act as the other independent dataset extracted from the true 
distribution. For our research, we have created a bagging classifier from SVM learners, we have iterated the process 
of bootstrapping samples 10 times. The pseudo code for bagging ensemble learning for our model is given below: 
Input: Dataset D, Weak Learner L, Number of Iterations K 
         Process:  
         for i=1 to i=K 
        Di= bootstrap sample of dataset from D 
        Li=Train Di with L 
          end for 
         Output: Learner at the end of K iterations Le 
 

5.2. Boosting Ensemble Learning 
The boosting Yaman and Subasi [13] ensemble technique is used to integrate multiple models to understand 

the dataset by attempting to find models that complement each other by learning from the error of previous models.  
Boosting consists of sequential fitting of various weak learner in such a way that each model learning from the 
observation which weren’t handled correctly., Eventually we have will have model that not only worked well on 
easy observation but also the observation which we were difficult to make sense of this, which will result in a strong 
learner. In this research adaboost boosting technique is used to make the boosting model, adaboost is also called 
adaptive boosting. In adaptive boosting, the resulting model is good at problems which are difficult to optimize and 
the adaptive boosting model is the result of constant optimization of weak learners in an iterative way to get the 
best fit model for both easy and difficult observations. The pseudo code for boosting ensemble learning is shown 
below: 
Input: Dataset D, Weak Learner L, Number of Iterations K 
Process:  
for i=1 to i=K 
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Di= bootstrap sample of dataset from D 
Li=Train Di with L 
ei=Error in Li 
Di+1=Adjusting the bootstrapping for error ei  
end for 
Output: Learner at the end of K iterations Le 

In this study two types of models are created one using bagging ensemble learning and other using boosting 
ensemble learning and the comparison results of both models are presented.  Figure 3 represents the steps taken to 
implement the workflow. Each of the step from Figure 3 is discussed as following: 
 

5.2.1. Dataset Collection 
The first step in solving any machine learning problem is to have a relevant dataset, in this case the dataset is 

created using google earth pro. The dataset contains the images of 7 talukas of tharparkar district from 2002 to 
2020. To apply supervised machine learning we need to have a labeled dataset which is discussed in the next step 
 

5.2.2. Dataset Labeling 
Each of the images was labeled into class after drought, before drought, drought and no drought. The label of 

image depends on the region and time of capture of image, for instance,  if image is captured during the time of 
drought; it is labeled as drought, if picture is captured before drought it is labeled as before drought and if picture is 
taken after the drought it is labeled as after drought, if it is taken during normal condition under no drought then it 
is labeled as no drought. All the images taken may vary in size and may not be ready to fed to algorithm, therefore 
in next step our goal is to make image ingestible by machine learning algorithm  
 

5.2.4. Image Manipulation 
Now we have labeled the dataset, but it is not ready to be fed to the algorithm. So to make it compatible with 

the algorithm all the images are altered to occupy a uniform size of 200 x 200 pixels. Then pixel matrices are 
flattened into arrays to achieve vectors of features. Now the data is ready to be trained by machine learning 
algorithms. 
 
5.2.5. Splitting the Dataset 

We are splitting the dataset into a train and test set to evaluate the performance of both models.  We are using 
75%-25% split, which means 75% of data is used  training and 25% is used during the testing of the model. 
 

5.2.6. Apply Boosting Ensemble 
In this step we are applying the boosting ensemble learning algorithm to create a model 

 

5.2.7. Apply Bagging Ensemble 
In this step we are applying the bagging ensemble learning algorithm to create a model 

 

5.2.8. Evaluate Models 
Both models are individually evaluated based on accuracy, precision, recall, f1 score, confusion matrix and 

learning curves. 
 

5.2.9. Compare Both Models 
After evaluating both models they are compared based on those metrics.  

 

6. RESULTS 
During implementation python is used, the libraries used for this purpose are opencv and sklearn.  using a 

virtual machine. The cloud provider for VM used is microsoft Azure, and in VM data science windows image is 
used. VM supports32 gbs of ram and 128 gb of permanent memory.    

In this research the models are being evaluated using following parameters: 
1. Accuracy 
2. Precision 
3. Recall 
4. F1 Score 
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Figure-3. Methodology flowchart. 

 
6.1. Accuracy 

Accuracy has been the most widely used classification performance measure. Accuracy is measured among all 
the labels that algorithm predicted; how many were really correctly predicted. This is the ratio of labels accurately 
predicted and the amount of original labels. It is represented by Equation 1. 

 

6.2. Precision 
Precision is also one of the classification evaluation metrics. It represents that out of all the observations 

predicted as positively labeled how many are actually positive. The precision is represented mathematically by 
Equation 2. 

 

 

 

6.3. F1 Score 
The harmonic mean of Recall and Precision is called F-1 score, the range of F1-Score is between 0 and 1. 1 

represents the absolute best model and 0 represents the worst model [14]. In  some cases precision is important, in 
others TPR is crucial so when we need to overall understand the accuracy of model F1-Score is one of the best 
measurements for classification models. It is represented by Equation 3 that shows that F1 score is calculated based 
on precision and recall. It is twice the product of precision recall divided by sum of precision and recall as shown in 
Equation 3  
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6.4. AUC 
Area under the ROC curve is the combined performance measurement of the classifier for all the possible 

classification thresholds. The value of AUC falls between 0 and 1, 1 means all the predictions made by the model are 
correct and 0 means all the predictions made by the model are wrong [15]. 

Based on the definition and equations mentioned; accuracy, precision and recall is calculated for the both 
bagging and boosting technique in . It is observable from the Table 1 that bagging algorithm accuracy, precision 
and recall are approximately 27% more than boosting algorithms.  
 

Table-1. Evaluation Parameter. 

Technique Accuracy Precision F1 Score 

Bagging 76.75 75.03 74.38 

Boosting 50.10 48.22 48.94 

 
Another way of looking at the model for the purpose of understanding is ROC AUC i.e Area under the curve of 

ROC which is given in Figure 4. It can be seen from the bar graph that the bagging algorithm is posing a higher 
value of ROC than boosting algorithm. Thus RUC proves that bagging algorithm is better than boosting 
algorithm.  
 

 

Figure-4. AUC ROC Bar chart of Boosting and Bagging. 

 

7. CONCLUSION 
Drought is one of the biggest challenges which environmentalists are facing today and it affects living beings 

and the economy severely so prediction and early detection of drought is of real importance. From the related work 
it can be seen that various researchers have used different features and techniques to make drought prediction, but 
in this research we have used raw satellite images to make drought prediction. We have used two ensemble 
techniques for classification; bagging and boosting. We have used accuracy, precision and F1 Score as measure of 
performance for the models. We have also calculated AUC for ROC for both models and plotted ROC. It is apparent 
from the comparative analysis  that bagging performed better than boosting. This model is just the start of research 
regarding drought using only raw satellite images, in future models for drought prediction will be created by 
coupling images and other drought, vegetation and water indexes for Tharparkar for better results so that the 
government and concerned organizations can use it for the prediction of drought  and  precious lives and resources 
can be preserved. 
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